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ABSTRACT : The Elman Neural Network (ENN) is a type of recurrent network that has a context layer as an inside self-referenced layer .The ENN 
is trained in a supervised manner using the popular back propagation algorithm, based on the inputs and targets given to the network. Various 
parameters of the network like initialization of weights, types of inputs, number of hidden neurons, learning rate and momentum factor influence the 
training behaviour of the network. There exists no solid formula to guarantee that the network will converge to an optimum solution or to a faster 
convergence or convergence even occurs at all. If the parameters of the network are wrongly selected, then it may take a long time for the network to 
train or some times the network may not get converged at all. In this work the performance of the network is analyzed using extensive tests by adjusting 
the values of the above referred parameters to find the optimum condition of learning. A digital system, Binary to ASCII Converter is considered for 
carrying out the experiments. The optimum conditions are presented in this paper.  
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I.INTRODUCTION  
 

A recurrent neural network called Elman Neural Network (ENN) was proposed by JEFFREY L.ELMAN which has two-layers back 
with an additional feedback connection from the output of the hidden layer to its input layer called context layer [1]. The additional 
units are called “Context Units”. It is a recurrent network with context layer containing context units with a fixed weight of 1 such 
that the contents of hidden layer are copied to context layer on a one-to-one basis [1, 2,12]  as shown in FIG 1.  
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Fig 1. ELMAN network showing the additional Context layer 
 

 
  The context units save previous output values of hidden layer neurons and are fed back fully connected to hidden layer neurons and 
thus they serve as additional inputs to the network. During the operation of the net both the current input from the input layer and 
previous state of the hidden layer saved in the context layer are passed to the hidden layer. The hidden layer processes them and pass 
to the output layer. 

II.TRAINING THE ENN 
 
The famous Back Propagation Algorithm or the Error Back Propagation Algorithm is used to train the Elman Neural Network which 

updates the hiddenoutput, the inputhidden and the contexthidden weights in order to reduce the difference between the output of 
the output layer and its desired output. Since the network training algorithm is supervised, the desired outputs are necessary and serve 
as a reference to calculate errors. Basically, error back propagation algorithm consists of two passes through the different layers of the 
network: a forward pass and a back-ward pass. In the forward pass, input vector is applied to the input node of the network, and its 
effect propagates through the network layer by layer. Finally, a set of outputs is produced as the actual response of the network. The 
synaptic weights of the networks are all fixed during the forward pass. The backward pass starts at the output layer by passing error 
signals leftward through the network and recursively computing the local gradient for each neuron. This permits the synaptic weights 
of the net-work to be all adjusted in accordance with an error-correction rule.[2,8,12] The algorithm is stopped when the error has 
become small and within in the set tolerance error value. Finding the best set of weights and biases for the neural network is the 
objective of the training. Training with back-propagation is an iterative process. At each iteration, back-propagation algorithm 
computes a new set of neural network weight and bias values that in theory generate output values that are closer to the target values. 
So Back-propagation algorithm calculates the gradient of the error and then propagates error backward through the network to modify 
the weights and biases.[2,4,8,12]. 

II.MODELING AND SIMULATION 
 
The Elman Network is modelled and simulated using MATLAB.The Problem considered for analysis is a digital system, “Binary to 
ASCII Encoder”. The Seven Bit ASCII equivalent Binary code is the Input to the Network. The Output is the Normalized Decimal 
Equivalent of the ASCII.For Example the ASCII value of ‘A’ is 65. The equivalent Binary code is 1000001. So for ‘A’ the input is:  
1000001 and the output is: 0.65 (65 normalized to 0.65) . In case of bipolar inputs the input is 1 -1 -1 -1 -1 -1 1.For ‘B’ the input is: 
1000010 ( in case of bipolar inputs it is 1 -1 -1 -1 -1 1 -1 and the output is 0.66 and so on.A set of 60 data a used for training and for 
testing/validation 30 data are used.The inputs are Binary values and the outputs are Analog values (Decimal values) which is more 
effective for the analysis.So the ENN has Seven (7) input neurons and One (1) output Neuron.The number of Hidden layer Neurons 
varied with different values to conduct the analysis. The number of neurons in Context layer is same as the number of neurons in 
hidden layer.Transfer function of the hidden neurons and output neurons are the Tan sigmoid function or the hyperbolic tangent 
function which is shown in Fig2. 
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Fig 2. Various Activation Functions 
 
The Sigmoid (logistic) function is chosen because the biological neurons are activated by similar function and it offers a fast response. 
Further as the outputs are positive analog values, the LOG Sigmoid is chosen rather than Tan Sigmoid. Error function is SSE (Sum 
Squared Error) which measures the performance of the network .The following Table shows the Architecture of the ENN and the 
parameters 

Table 1 
Table showing the ENN Architecture and parameters 

Number of Input Neurons   7 

Number of output Neurons 1 

Number of Hidden Layers 1 

Number of Hidden Neurons  Varied to find optimum 

Activation Function for both layers Tan Sigmoid 

Performance function (error)  SSE(Sum Squared Error) 

Training Algorithm Back Propagation 

Learning Rate                                Varied to find optimum 

Momentum factor                           Varied to find optimum 

Weight Initialization Different methods 

 
Also the training function for the network updates weight and bias values with Levenberg–Marquardt optimization. The self-adaptive 
learning function is the gradient descent with momentum weight and bias learning function. 

III.DATA REPRESENTATION  
For Binary inputs the data may be represented in Binary form (0, 1) or Bipolar Form (-1, 1).The output of a neuron depends on the 
factor ‘input x weight’. If input is ‘0’ then the output may be of a small value  and the Gradient may be constant  which results in long 
period of Convergence or No convergence at all.This suggests that learning may be improved if the input is represented in bipolar 
form and the bipolar sigmoid is used for the activation function In this work the Convergence take after more than 4700 epochs for 
binary inputs(fig 3a) and 2556 Epochs for Bipolar Inputs(Fig 3b) , the other conditions being same. 
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IV.WEIGHTS INITIALIZATION 

Weight initialization is one of the most effective approaches in speeding up the training of all types of neural networks[2, 3, 5, 7, and 

12]. In most of the cases all the initial weights of recurrent networks are set randomly instead of using any prior knowledge and thus 

the trained networks are vague to human and their convergence speed is slow.[2,3,5,7,12] The initial weights influence how rapidly 

the net converges during training phase.The initial assignment of value to weights brings a major impact towards the Learning 

Behavior of the Network.If the algorithm computes successfully the correct value of the weight (rather ƌw) it can converge to a faster 

solution.Otherwise the convergence may be slow or will not converge at all.Faster learning can be obtained by using  

NGUYEN-WIDROW initialization. [7] 

β=0.7(p)1/n 

where n=no of input units    p=no of hidden units and β=scale factor. 

The analysis is conducted with different weight initializations.In the beginning the random weights are set only with + weights and the 

convergence is not obtained even after 5000 epochs.The initial weights are set at random  with both +ve and –ve initial weights and 

with 9 hidden neurons the the network converges at 2262 epochs.(fig 4a) 

 
By setting initial weights using Nyguen-Widrow method (between -0.01 to +0.7), the network converges at 1351 epochs , other 

settings being the same.(fig 4b.) 

Steps in NW initialization 

Initialize weights with random numbers between -0.5 to +0.5 

Compute the previous weights Vij(old). 

Reinitialize weights as 

Vij = β Vij(old). / I Vij(old) | 
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V.LEARNING RATE (Γ) AND MOMEMTUM FACTOR(Α) 
 
When using backpropagation in a network with n different weights w1, w2, …, wn, the i-th correction for weight wk is given by 

 ∆wk(i) = −γ ∂E ∂wk + α∆wk(i − 1), where γ and α are the learning and momentum rate respectively.Normally, we are interested 
in accelerating convergence to a minimum of the error function which can be done by increasing the learning rate up to an optimal 
value. Introduction of the momentum rate allows the attenuation of oscillations in the iteration process.The adjustment of both 
learning parameters to obtain the best possible convergence is normally done by trial and error or by some kind of random search. 
Since the optimal parameters are highly dependent on the learning task, no general strategy has been developed to deal with this 
problem.When the learning rate is less, the learning is slow but the accuracy is high.But if it is higher more oscillations are produced 
and accuracy is very low even though the convergence is faster.In this work the analysis is conducted for learning rates of 0.1,0.2 and 
0.3.Even for learning factor 0.2 there is no convergence and the error is high. The learning curves are shown in figures 5a,5b and 5c. 
When learning rate is high it can be observed more oscillations and more errors even though the learning is faster.   
 

 
For higher learning rates more oscillations can be observed and more errors occur even though the convergence is faster.The 
Momentum factor is introduced to make the learning(convergence) faster by arresting the oscillations. In this work it is set at 0.9 and 
at 0.6 and lesser than 0.6 results in non-convergence. It can be observed from figures 6a and 6b that for mf=0.9 the learning curve 
converges at 1351 epochs while for mf=0.7 it converges at 3100 epochs , other conditions being the same. 
 

 
 
VI.NUMBER OF HIDDEN NEURONS:  
 
Number of Hidden layer neurons play vital role in the performance. If more number of neurons is present then error calculations may 
consume more time and the convergence may be slower.If less number of neurons is present then the accuracy is lost.There is no 
Hard and fast rule or formula to fix the number of Hidden layer Neurons. In this work Number of Hidden Neurons are set as 5, ,9,12 
and 14 and the performance is analyzed. The setting of different values to the network parameters and the effects are presented in 
Table 2. 
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Table 2 

 Simulation Results --- Optimum condition is highlighted 

 
 

*The % error is calculated based on the number of incorrect outputs.Out of 30 input data if one output goes wrong then the % 
error is 1/30 (3.33%) 
 
VII.DISCUSSIONS 
 
A set of 60 data of containing 7 binary values (ASCII equivalent) and corresponding normalized decimal values are used for 
training.For testing 20 data are used.A set of 10 simulations are performed for each condition and the average values are tabulated. 
From the above shown results the weight initialization plays an important role in optimizing the learning with out affecting the 
accuracy. Using the  Nyguen-Widrow weight initialization method the optimum condition is arrived with 951 epochs when the 
learning rate is 0.1, the momentum factor is 0.9 and the number of hidden neurons are 12.If the learning rate is increased even though 
quicker learning is achieved the errors are more implying that the network has not learned properly. If momentum factor is decreased 
the learning becomes slow. 
 
VIII.CONCLUSION  
 
In this work the  effects the variations of the  parameters like  initialization of weights, number of hidden neurons,  input data, learning 
rate and momentum factor on the training the Elman Neural Network are analyzed and the optimum condition of the parameters is 
arrived. Normally the bipolar data types are to be used rather than binary type , because for binary data the network will take a long 
time to get trained and sometimes no convergence is arrived. Like wise Weights are initialised using Nyguen-widrow method for 
faster and accurate learning. Further a small learning rate and a large momentum factor are to be set for faster and accurate learning. 
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