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Abstract—In this paper a genetic algorithm (GA) based wavelet 

image denoising method is presented. The proposed scheme 

introduces a new technique for optimum thresholds selection 

using genetic algorithms.The optimization of the proposed fitness 

function yields to optimum thresholds for each subbanb. The 

cycle spinning algorithm is used in order to reduce pseudo-Gibbs 

phenomena and improve the denoising performance. Simulation 

results show that the proposed approach outperform the 

different methods cited in the literature by giving better image 

quality and PSNR performance for all benchmark images for 

different values of standard deviation of the Gaussian noise. 
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I. INTRODUCTION 

Image denoising is an important step in pre-treatment 
process; it is one of the most fundamental and widely studied 
problems in computer vision and image processing [1]. In 
several domains images are corrupted by Gaussian noise during 
transmission or acquisition. Image denoising consists of 
founding a compromise between noise reduction and 
preservation of the important image features. In this context 
many methods were proposed. Wavelet Thresholding is a 
useful tool to denoise an image. Since the first works of D.L. 
Donoho [2], several wavelet thresholding techniques were 
proposed. 

Earlier, image noise reduction was performing by using 
filters, generally the denoised images suffer from blurring and 
edges degradation [3], recently and to resolve filters inability 
new techniques based on the discrete wavelet transform (DWT) 
were proposed. Donoho and al. [2] proposed a wavelet image 
thresholding, where the principal is simple: i) performing the 
DWT decomposition in different levels, ii) performing a 
thresholding operation on the details and iii) applying an 
inverse IDWT to reconstruct the denoised image. The State-of-
the-art shows that the methods using a separate threshold for 
each subband (NormalShrink [4] and BayseShrink [5]) give 
better image quality and denoising performance than the Level 
depending scheme called LevelShrink [6] and the original 
method named VisuShrink [2]. Unfortunately those kinds of 
methods suffer from threshold selection: using a small 
threshold yield to destroy image features, big ones can’t 
remove the noise.  

Nowadays, and to outperform the conventional DWT 
techniques, neural networks are used to optimize the 
thresholds. Zhang in [7] and [8] proposed a space scale 
adaptive technique called Thresholding Neural Network (TNN) 
to reduce the Gaussian noise.The TNN is used to obtain the 
optimized thresholds for Shrinking the DWT (Discrete Wavelet 
Transform) coefficients stream. In [9] a new TNN subband 
adaptive image denoising was proposed, where the author 
propose to use separate TNN for each subband. 

The State-of-the-art shows that the efficiency of a DWT 
image denoising method depend on the threshold optimization 
(selection) for each subband of decomposition. Inspired of that, 
in this paper we propose a new image denoising method based 
on genetic algorithm and Cycle Spinning [10]. Hence, we used 
the genetic algorithm to extract optimum thresholds for each 
subband by minimizing the proposed fitness function, we used 
the DWT coefficients as the entries of the genetic algorithms 
blocks, however to resolve pseudo Gibbs phenomena [10] we 
use a Cycle Spinning thresholding operation.  

In this method, we don’t have to calculate any derivative 
functions like in the TNN, also the optimization of all the 
thresholds is performed at the same time, however in the TNN 
method each subband is trained singly. 

This paper is organized as follows. In section two, we give 
an introduction to image wavelet transform, next in the third 
section, we present brief introduction into wavelet 
thresholding. In the fourth section the proposed technique is 
described and a discussion with comparisons will be given in 
section five.  Finally, section six contains concluding remarks 
and perspectives. 

II. IMAGE DISCRETE WAVELET TRANSFORM 

The discrete wavelet decomposing (DWT) of an image 
gives 4 subbands (one approximation and tree details) which is 
labeled as LL1, LH1, HL1 and HH1. The LL subband can also 
be decomposed to a second level of decomposition yielding to 
LL2, LH2, HL2 and HH2 as shown  below (figure 1) [11]: 
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Figure 1.  : Image decomposition by DWT. 

The approximation LL comes from low pass filtering both 
directions, HL, LH, HH are called detailed, HL comes from 
low pass filtering in the vertical direction and high pass 
filtering in the horizontal direction, they are called vertical 
details, the same for LH(horizontal details), HH (diagonal 
details) [11]. 

Mallat algorithm for image decomposition and 
reconstruction is shown in figure 2. 

 

 
Figure 2.   2-D Mallat algorithm, (a) decomposition, (b) reconstruction. 

III. WAVELET THRESHOLDING 

In the case of a Gaussian noise, the problem is how to 
recover a function  from noisy data  [12]: 

 

And  

The application for DWT on the function g gives: 

 

To recover data  from , all wavelet coefficients  are 

threshold depending on the noise contribution. 

Since the famous thresholds function (soft and hard) of 
Donoho [2], a lot of thresholding function were proposed in the 
denoising image field. 

IV. PROPOSED METHOD 

Figure 3 shows the diagram of the proposed method in 
image denoising. The first step in the proposed wavelet 
thresholding scheme is optimum thresholds recovering using 
the genetic algorithms, here we use a real genetic algorithm i.e. 
the chromosomes are not encoded (double vector) and every 

chromosome is composed of 12 genes, every genes represents a 
subband threshold.  

 

Figure 3.  Structure of the proposed method. 

 

The input of the proposed structure is the noisy DWT 
subbands coefficients, and the outputs are the optimums 
thresholds for each subband by minimizing the risk  
(mean of the mean square error for each subbands) given as the 
fitness function for the GA algorithm: 

and 

Where: 

.  

: Denoised coefficients. 

: Reference coefficients. 

 : Subbands. 

 : The maximum number of subbands. 

From equation (4), it’s obvious that we need a reference 
image to calculate the  risk for each subband ( , and 
because our main problem is to recover the original free noise 
image i.e., it can’t be used. Zhang in [7-8] has proposed a 
practical solution, to use another noisy image with uncorrelated 
noise as a reference to calculate the . This assumption is 
reasonable because in many applications we can receive more 
than one corrupted image. 

The second step in our proposed scheme is cycle spinning 
thresholding using the optimum thresholds recovered from the 
GA process. We use the cycle spinning algorithm proposed by 
Coifman and Donoho [10].Since the first thresholding 
algorithm proposed by Donoho [2] exhibits visual artifacts and 
oscillations in the vicinity of signal discontinuities, called 
pseudo-Gibbs phenomena. This method utilizes the shift 
variant property of wavelet transform. In this algorithm by 
using different shifts of the noisy image, we can compute 
different estimates of the unknown (image), and then average 
these estimates [10]. 
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Figure 8.  Some gray scale image denoising using the proposed method. 

From Left  Noisy image (σ=30), from right proposed method. 

VI. CONCLUSION 

In this paper, we proposed a new wavelet image denoising 
technique using genetic algorithms and cycle spinning. The 
main goal for using genetic algorithms is to optimize the 
thresholds for each subband of DWT decomposition by using a 
new fitness function, On the other hand, the cycle spinning 
algorithm is used to reduce pseudo Gibbs phenomena and 
improve the denoising results.  

The proposed algorithm outperforms the existing methods 
objectively (PSNR) and subjectively (visual quality), for all the 
images used is simulation and for all standard deviation of the 
Gaussian noise. 

In future works, we will base on using SURE criteria to 
obtain the optimum thresholds using genetic algorithms. 
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