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Abstract -A recommender system is an information system that suggests items, web pages to a web user. 
Collaborative filtering based recommender system recommends the list of web pages to the user based on 
other similar user’s preferences. Newly created web pages arriving to the search engine will not be 
considered for recommendation, as it is not visited by any users. This is termed as cold start problem. This 
work includes semantic similarity based relationship as an add-on to the frequency of keywords in the 
visited web pages. The work also uses adaptive clustering mechanism in order to cluster all the frequent 
keywords based on their relationship. When the user enters a query, the web pages that contain the 
keywords that are semantically similar to the top keywords in the matching cluster corresponding to query 
will be recommended to the user. The current recommender system considers not only the popular web 
pages, but also every newly created and dynamically modified web pages. Thus avoiding cold start problem 
and popularity bias. The system has been tested by providing single-keyword queries and the results are 
compared with existing collaborative based recommender systems. It has been observed that, the accuracy 
of the Semantic similarity based adaptive clustering recommendation technique has been increased by 20% 
comparing to existing system. Also the recommendation diversity has been increased by 11% to that of 
existing system. 

Keywords - Cold start problem, semantic similarity, clustering mechanism, Normal Recovery Collaborative 
Filtering, Keyword Density. 

I. Introduction 

One of the applications of data mining technique is web mining, it determine patterns from online. The 
Recommender system is a one of the part of web mining. Recommender systems are typically producing a 
list of web page recommendation to user. This system is an information filtering system, which predicts the 
preference from the past users [1]. Recommender systems typically produce a list of recommendations in 
one of two ways through collaborative and content-based filtering. Collaborative filtering approaches make 
a model from a user's past behaviour (previously visited web pages) as well as similar decisions made by 
other users.  The users repeatedly visited web pages are recommended to next users by using the user’s 
preferences. The users browsing history has been collected and it is called as web log file. The log file has 
users id, user visited web page for user’s particular query and time of visiting the web pages. User’s profiles 
will be generated from the web log file. User’s profile has a user’s web page navigation behaviour and 
keywords are represented.  

II. Normal Recovery Collaborative Filtering 

Similarity measures are performed between users by using the approach Normal Recovery Similarity 
Measure. Normal Recovery method has been proposed by Huifeng Sun Et. Al (2013). Here, the similarities 
are measures for nearest neighbours (K-NN) [Huifeng Sun Et. Al (2013)]. The two users have similar profiles 



then the users visited web pages are recommended to another new user. Similarly the lists of web pages are 
recommended to users. 
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Similarities between the two users were calculated by using the formula (1) [Huifeng Sun Et. Al (2013) [3]]. 
Where i is the set of web pages that are co-visited by user u and v. |I| is the number of I, i.e. total number 
web pages co-visited by users u and v. ru,i is the value of  web page keyword and time spent in particular web 
page from user u in user web page matrix. rumin and rumax are the lowest and highest values of user u. rvmin

and rvmax denotes the lowest and highest values of user v. The similarity is measured from the equation. The 
sim(u,v) are in values between  0 to 1. Eq (1) has been used for calculating the similarity between two users. 
The NRCF approach [Huifeng Sun Et. Al (2013) [3]] can adapt to different environment easily.  

ru,i ×rumin+(rumax-rumin)
,  ×    ,
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Eq(2). [Huifeng Sun Et. Al (2013) [3]] is used for finding the web service recommendation to users. 
= 1, then the recommender system make recommendation to user, because the users are similar. rumin and 
rumax are the lowest and highest values of user u. ( , )  are the values of similarity between two 
different users. ,  Is an average value of user u (keywords and time spend in a web page).  After 
calculating the value of recommendation approach compare the another users values and recommend the 
most visited web pages to user.  

The collaborative filtering approach recommends only the most frequently visited web pages by web users. 
The newly created web pages or modified web pages will not be considered effectively for recommendation 
to the current user. This is stated as cold start problem. Even dynamic web pages, where the keyword 
changes frequently, are also not considered effectively for recommendation to active users. To avoid this 
problem the semantic similarity between web pages and clustering mechanism is introduced along with 
collaborative filtering mechanism. 

This paper proceeds as follows. Section III describes the semantic similarity between the keywords. The 
cluster formation (adaptive cluster) is presented in Section IV. Section V presents semantic similarity based 
recommendation process. Section VI explains the result and finally VII explains about calculation and 
future work.  

A. Dataset 

The data are collected from the user browsing history through AOL search data. AOL dataset is 
anonymized form of web server search log. This dataset is downloaded from [17]. Around 650K users and 8, 
00,000 URLs were collected. The user browsing date and time, user’s searched query and user visited URLs 
are collected. The collected dataset is in the form of text file. The user’s identity was anonymized to a 
random id in the downloaded data set. Each user has an id number; the scale of the dataset is very large in 
the field of web service recommendation. The keywords are extracted from the user visited web page 
contents. The web pages are also having many advertisements and etc. The advertisements are removed 
and get only get the keyword of the web pages.  

III. Semantic Similarity in Dynamic Web Pages 

The semantic similarity is more suitable for finding the relationship between the keywords existing in the 
web page. It finds how much, the two keywords are matched, and hence the relationship between any two 
web pages. The web resources, including webpages and contents, and hence keywords, are dynamic in 



nature due to the development and periodic changes on the contents. This dynamism in the content is 
indeed mandatory to be considered for web page recommendation process. The keywords are considered as 
an important aspect for finding the semantic similarity between these dynamic web pages. After extracting 
the all keywords from the user visited web pages, the semantic similarity between those keywords are 
obtained. The similarities between the keywords will predict the relationship between the active user 
session and user’s intended web pages which are to be recommended. 

Fig 1: Semantic similarity based recommendation 

RiTa WordNet is a library that provides simple access to the WordNet ontology for language-oriented 
operations. This paper uses RiTa WordNet for finding the semantic relationship between the keywords. The 
value 0.0 represents the keywords that are more similar and 1.0 represents the keywords that are dissimilar.  

The similarities of those keywords identified in user accessed web pages (obtained through web logs) are 
computed. A matrix as shown in Table I is populated by comparing all possible keywords in all web pages.  

Table1: Semantic similarity between keywords 

Keywords Apple Electrical Machine Mobile Text
Apple 0.0 0.97 0.76 0.11 1.0

Electrical 0.97 0.0 0.23 0.44 1.0
Machine 0.76 0.23 0.0 0.18 1.0
Mobile 0.11 0.44 0.18 0.0 0.09

Text 0.25 1.0 1.0 0.09 0.0

IV. Cluster Formation 

Clustering, a process of grouping keywords, is performed on those set of keywords in table I. Based on 
relationship values between the keywords, the cluster will be formed. For each keyword listed in table 1, two 
possible clusters are resulted. Group A contains keywords that are above the median value and Group B 
with keywords that are below the median value. As an example, consider the first row values of table I. 
Median is computed for all related keyword measures in row 1. For keyword “Apple” (row 1) the minimum 
value is 0.0 and maximum is 1.0. Take a median for minimum and maximum values (0.0 + 1.0 / 2 = 0.5). The 
keyword whose similarity is below median (0.0 to 0.5) is clustered into Group B. Those keywords whose 
similarity is greater than median (0.51 to 1.0) will be clustered as Group A. Words in Group B are considered 
as more similar and used for further recommendations. The group B of keywords will be maintained inside 
user’s machine as a cookie file. The keywords and group will be updated periodically during further 
searches. 



V. Semantic Similarity Based Recommendation 

In recommendation process, new web pages are recommended to user based on user’s query and cluster 
(group) match. Initially, during an active session, user is allowed to enter the query. The query is then 
passed to search engine as usual. From the initial search engine’s result, all the web pages resulted are 
mined for selecting the “apt” keywords. “Apt” keywords are termed as those which are in par with the 
context of the search, after removing stop words and duplicates. For each “apt” keyword further check is 
done for matching it with Group B of the corresponding user (stored as cookie file). Keyword density can 
also be used as a factor in determining “apt” keywords and matching ones in clusters. If the keywords are 
available in cluster (group B), then the corresponding cluster’s containing keyword’s web pages are 
recommended to user. Hence, recommending the web pages that are more accurate, more diversified in 
popularity and likely to be visited by the active user. 

VI. Result 

The recommendation diversity is found to be high comparing to existing systems. As the current system 
considers both unvisited web pages and freshly created/ updated web pages, diversity is enhanced and cold 
start problem is avoided. 

Table 2: Comparison between systems 

Keywords / Single 
word Query 

Number of relevant web sites 
recommendation Diversity of web pages 

recommendation Existing System Proposed System 
Company 3 11 11

Web 5 10 8
Network 2 12 12
Birthday 5 9 9

Email 4 11 10
News 1 14 14

The above table 2 compares the recommendation of relevant web pages in existing and current system. 
Single word query recommendation is high, because the current system avoids the cold start problem and 
considers dynamism of web pages. Comparing to existing system, the current system recommends more 
number of web pages to web user. Both users visited and unvisited web pages are recommended in current 
system.

Recall, precision and F-measure metrics were calculated using single word query recommendation and 
compared with existing system. The accuracy of semantic similarity based collaborative recommender 
system has been improved by 20% comparing to existing system.   

Precision = | |
| |

   (3) 

Recall = | |
| |

                 (4) 

F-Measure = 
( ) ( )

        (5) 

Table 3: Accuracy Comparison 

Keywords Recall Precision F-Measure 
Existing Current Existing Current Existing Current



Company 20 73 25 91 66 81 
Web 13 66 16 83 14 41 

Network 26 53 33 66 29 58 
Birthday 20 60 25 75 66 66 

Email 33 80 41 100 36 88 
News 26 80 33 100 29 90 

wireless 6 55 12 66 38 60 
Market 14 73 18 91 14 81 
Share 35 82 40 88 37 89 

Business 29 60 38 75 30 63 

Fig 2: Accuracy graph 

Fig 2 shows that accuracy graph compares the accuracy level of existing and current system. Based on single 
word query recommendation the newly created, dynamic web pages are also considered for 
recommendation. Diversity of recommendation has been improved by 11%. Hence accuracy has been 
enhanced by 20%.  

VII. Conclusion and Future Work 

In this paper, a recommendation method that is based on semantic similarity between keywords has been 
proposed which is used to recommend the new and dynamic web pages to user. The proposed approach 
also uses adaptive clustering mechanism in order to cluster all the frequent keywords based on their 
relationship. The proposed recommender system considers not only the popular web pages, but also every 
newly created and dynamically modified web pages. Thus avoiding cold start problem and popularity bias. 
Proposed system has been tested by providing single-keyword queries and the results are compared with 
existing collaborative based recommender systems. It has been observed that, the accuracy of the proposed 
Semantic similarity based adaptive clustering recommendation technique has been increased by 20% 
comparing to existing system. Also the recommendation diversity has been increased by 11% to that of 
existing system.  

As a future work of this paper, the recommendation can still be optimized based on context based 
approaches. Instead of single keyword queries, the current system can be extended to include phrased 
queries.  
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