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PREFACE

Welcome to the International Congress (IntCongress 2014) 2014 in Holiday Inn Silom, Bangkolg, Q
Kingdom of Thailand on 19 — 21 November, 2014. If this is your first time to Bangkok, you nee
to look on more objects which you could never forget in your lifetime. There is much to seﬁ .
experience. We also hope you join in engaging conversations about different areas in @ IS
of the field.
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The day modernization makes a clear view about the dramatic changes terms of par
excellence created in each and every lifestyle. The concrete structure ig W#ICR1t to be laid on the
account of various developments that are happening every mome@ this present scenario
managing the data and integrity of the same is a biggest qug ' @®management of data is not

having the data into the hard disk and putting the har \ dministrator’s pocket, instead

protecting them from the vulnerable external sources ®1g a higher ability of accessing the
said data by the right people. @
Multiple areas have contributed to make, Infernational Congress in a highly sophisticated

manner exhibiting a clear view and a@o team management. After reviewing thousands of
paper the 44 chairs of the congre&&e one remarkable achievements.

We invite you to join us in @piﬁng conversation.

Finally, I thank my@ ™ riends, students and colleagues for their constant encouragement and

support for ma%
Q -- Anbuoli P, Kokula Krishna Hari K & Saikishore E
Editor-in-Chief

Y

type of conference.
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Inter-Linkages, Co Movements and Causal
Relationship among Emerging Stock Markets in
Asia with Reference to Stock Exchange of

- .
Thailand \Q
.
Lingaraja Kasilingam', Murugesan Selvam? Vasanth Vinayagamoorthi’, 6

Gayathri Mahalingam®and Bennet Ebenezer’ @

3%4ph D Research Scholar, Department of Commerce and Financial &idies!
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*Quality Assurance Department, Ministry of Manpo% n

Abstract: The study of Inter-Linkages, Co Movement and Causg
market indices returns in Asia, has gained momentum. Asian stoc
investments which promote the economic development in the
and technological advancement have brought about significantgsRg

purpose of the paper is to study Inter Linkages, Co MOE %

iogs ip among emerging stock
Jattract huge inflows of portfolio
he favorable regulatory changes

emerging stock market returns in Asia. This study was on secondary daily time series data for a
period of 12 years from 1 January 2002 to 31 December . Statistical tools like Descriptive Statistics,
Correlation Matrix and Granger Causality Test w mployed. Investors are increasingly interested in
international diversification due to the emerge lideralization of stock markets in recent years. The
findings of this study would help the investQuee aking efficient investment decisions in the indices of
emerging stock markets in Asia.

Keywords: Asian Emerging Sto
Descriptive Statistics, Granger Ca

@ 1. Introduction

Foreign investors need bd @ iversification for their portfolio in order to reap gains from their investment.
Inter — Linkages, C cments and Causal Relationship are fertile areas for research because it could
suggest better solyki the foreign investors. Research in this area has been considered significant from
the viewpoirg o ational portfolio diversification because cross — border acquisitions are witnessed in
Asia also. C ike China, Thailand and India, which till recently had limited trade and investment
interests & ty of Asian countries, are expanding their economic ties with several countries in the
regio amgst this background, an attempt has been made in this study to examine inter-linkages, co-
mo and causal relationship among emerging stock markets in Asia, with reference to Thailand
hange. Major aggressive reforms have been introduced in the emerging markets in the recent past
sia (

ity, Inler — Linkages, International Diversification.

ujii, 2005). Hence this study might facilitate comparison between the results of emerging markets in
listed in Morgan Stanley Capital International index) in general and Thai Stock Market (SET index) in
articular.

In May 1974, long-awaited legislation establishing, The Securities Exchange of Thailand (SET) was enacted.
By 1975 the basic legislative framework was in place and on April 30, 1975, The Securities Exchange of
Thailand officially started trading. On January 1, 1991, its name was formally changed to, The Stock
Exchange of Thailand (SET). The Securities and Exchange Act of 1992 (SEA) has created the Securities and
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Exchange Commission (SEC) as a single unified supervisory agency to be the regulator of the Thai Capital
Market.

The SET Index is a composite market capitalization-weighted price index that compares the Current Market
Value (CMV) of all listed common stocks with their market value on the base date of 30 April 1975 (Base
Market Value or BMV), the date on which the stock market was established. The initial value of the SET
index on the base date was set at 100 points. The formula for calculating the SET index is as follaw
(Phaisarn Sutheebanjard, 2010).

*
Current Market Value X 100 6
SET Index = @

Base Market Value

*
2. Review of Literature 6&

Orawan Ratanapakorn and Subhash C. Sharma (2002) studied the short-teraz@ng-term relationships

in five regional stock indices (namely, USA — S&P 500 Index, European In{ge lan—Pacific index, Latin
American index and Eastern European-Middle East index) during the pre-A Crisis (January 1, 1990 to
December 31, 1996) and Asian Crisis (July 2, 1997 to March 10, 200@. ﬂ was found that the US stock
market was the most influential one among regional markets
al (2002) investigated the behavior of stock prices in six
univariate and multivariate approaches. The samples for thj
Colombia and Venezuela markets. It was found that in
offered limited risk diversification until 1999. Eiji Fy#g (2005) analyzed the causal linkages among several
emerging stock markets (Hong Kong, Malaysia ines and Thailand) in Asia and Latin America

(Argentina, Brazil and Chile) using the daily obsg idhs from January 1, 1990 to November 14, 2001 of their
stock indices. It was found that there we d considerable causal interactions across the emerging
stock markets. Ming-Shiun Pan, et & &) demonstrated the dynamic linkages between the foreign
exchange and stock markets of sewgn Eas®g\sian countries during the period from January 1988 to October
1998. The findings indicated thal@nkages could vary across economies with respect to exchange rate

regimes, the trade size, the d pital control, and the size of equity market. Selvam Murugesan et al
vior of stock index returns of sample markets of Asia Pacific countries -

eStudy period. Gong-meng Chen, et
in American stock exchanges using
were Brazil, Mexico, Chile, Argentina,
in various Latin American stock markets

Japan, Hong Kong, India N2, China, Taiwan, Singapore, Malaysia, Thailand and Indonesia - during the
period from Januarg ZNJ0™0 December 2006. This study found evidence of time varying volatility,
'clustering, high pesgis ce and predictability for almost all the Asian market indices. They also examined

the emergin @ except India and China, which exhibited low returns. Claudio Moranaa and Andrea
Beltratti ( Namined the linkages across stock markets from several perspectives (Germany, Japan,
USA an @uring the period from 1973 to 2004. Statistical tools like Conditional Correlations and
Lin@tween correlation and volatility were used. Evidence of strong linkages across markets, as
58 by co movements in prices and returns and in volatility processes, was found. Leo Chan (2008)
ed the change in the dynamic causal relationships between Hong Kong and US financial markets

ter the Hong Kong handover (and Asian Crisis) across spectral frequency band during the study period. It

as found that there was relationship between country’s openness and capital market interactions. Lee K.
Lim (2009) distinguished the dynamic interdependence and long-run relationships between the ASEAN-5
(Indonesia, Malaysia, the Philippines, Singapore and Thailand) stock markets during the period from 1990
to 2008. The convergence of all Association of Southeast Asian Nations’ (ASEAN-5) market indices was not
supported, except for convergence in two pairs of ASEAN-5 markets over the sample period. Zeynel Abidin
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zdemira, Hasan Olgun and Bedriye Saracoglu (2009) analyzed the dynamic linkages between the equity
markets of a center (the US) and in its emerging markets periphery during the period from 1% January, 1985
to 24™ March 2006. This indicated that a kind of center - periphery relation existed in international stock
markets. Shamila A. Jayasuriya (2011) investigated the inter linkages of stock return behavior between China
and three of its emerging markets (Thailand, Indonesia and Philippines) in the East Asia and Pacific region
during the study period from November 1993 to July 2008. It was found that a common group of investgr
actively trading in international equity markets might be a likely determinant of financial integration acro
markets. Chaker Aloui and Besma Hkiri (2014) estimated the short term and long term depenggmciesy
between stock market returns for the Gulf Cooperation Council (GCC) Countries (Bahrain, Kuwgj ,
Qatar, Saudi Arabia, and the UAE) during the period from 2005 to 2010. It was found that stgt tools
like Descriptive Statistics, Wavelet, wavelet squared Coherence Test, Unconditional crgss coelation and
VAR were used to determine the co-movement on both frequency and time and it ¢ eme depended
strongly affected by the occurrence of financial crisis. Tomoe Moore and Ping Wan 1 examined the
determinants of the time-varying correlation between stock return differentials xchange rates for
the six Asian emerging markets (Indonesia, Malaysia, South Korea, Philippi si%apore and Thailand)
and the four developed markets (Australia, Canada, Japan and the UK) durir%geriod from January 1973
to December 2006. It was found that there was significant time-varyingcorre/®on between the two times
series. . Q )

.
The present study takes a step ahead in the same direction. an attempt to fill the time gap of

researches on Inter — Linkage and Co Movements of seve ng Asian stock markets and Thailand
Stock Market. @

3. Empiricalf™gthodology

The assessment of linkage dynamics, co moyggeNts and causality of emerging markets within the Asian
i @ for international portfolio managers in making asset
creased the participation of foreign investors in Asia on

reference to Thailand Stoc *a (f0e. For the purpose of examining the dynamic linkages and co
movement among sample No®iglices of selected emerging markets in Asia, the study covered a period of

study were Shanghai
(Indonesia), Kospj

Index (Taiw Index (Thailand).
». Movements of Emerging Markets with Thai SET index in Asia
In ogd tudy the movements of indices, the line chart was used. The movements of Thailand SET index

site index (China), NSE Nifty (India), Jakarta Composite Index (Indonesia), Kospi Index (Korea),

@ ared with all the seven indices of emerging market indices namely, shanghai stock exchange
(Malaysia), Philippine stock Index (Philippines), TSEC weighted Index (Taiwan) in Asia.

Figure 1 gives the movements for all the emerging eight indices of Asian stock markets during the study
period. All the eight sample indices performed equally well from 2006 to 2010. From 2007-2008, all the
sample indices moved down together due to the Global Financial Crisis of 2008. But from 2008 to 2013
period, all the eight emerging Asian market indices gradually increased their movement upward.
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Figure — 1: Movements of Indices of Emerging Asian Stock Market@ 2002 to 2013)

Source: Yahoo finance and ¢

omputed using W &sion 6)

The movement of stock exchange of Thailand SET index from 2 \13 is shown in Figure 2. It is clearly

observed that the index of Thailand was highly volatile duri
the performance of stock exchange of Thailand SET ind

retail investors from 2009 to 2013.
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$‘ Figure — 2: Movement of Index of Thailand Stock Market (From 2002 to 2013)

omputed using E-Views (Version 6)

3.2. Descriptive Statistics for the Indices of Asian emerging markets.

udy period from 2003 to 2013. Hence

@ d a low level of risk and return to the

Table - 1 shows the results of descriptive statistics for sample stock market indices in Asia (emerging)
during the study period. It is to be noted that the summary of statistics, namely, mean, minimum,
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maximum, median, standard deviation (SD), skewness, kurtosis and the Jarque- Bera was used to analyse
the sample indices return during the study period.

It is clear from the Table that during the study period, the Indonesia Stock Market (JKSE) earned high mean

value of 0.000932, followed by Indian stock market (Nifty) with a value of 0.00072. These values were
greater than that of other Asian sample indices. It is to be noted that the mean value for all the sample
indices showed positive sign which indicated the fact that all the indices earned positive return during iheQ
study period. It is to be noted that two indices, namely, China (SSE) and Taiwan (TWII), recorded tr\
lowest average daily mean returns, with values of 0.00021 and 0.000237, respectively. The mean retygms 01;
sample indices i.e. Philippines (0.00064) and Thailand (0.00059), Korea (0.000457) and Malaysia 0.(%)
improved and came closer to Indonesia and India. In terms of market unpredictability, as meas he
standard deviation of daily returns, China recorded high risk value (0.015994), followed by 1qfid 5731),
Korea (0.015032), Indonesia (0.01467), Thailand (0.013858), Taiwan (0.013582), Philip s (O\3314), and
Malaysia (0.010726). This indicated the fact that there was high risk in respect of SSE si#e Index, S&P
CNX Nifty, Jakarta Composite Index, Kospi Index, KLSE, Philippine stock Index, TS ted Index and
SET Index, which was useful for speculators but the investors had to carefully market risk and
take studied investment decision of portfolio diversification. The analysis o; ess showed that the

values for all sample indices, except India (0.025075) and Malaysia (1.905172) gative. It is significant
to note from the Table that all sample indices of emerging Asian markets ea values of kurtosis larger
than three or high level fat-tails, which made it Leptokurtic. Besi arque-Bera (JB) values of the
sample indices implied that all the sample indices were normall w In other words, all the sample
indices were less volatile during the study period. In short, the s x n of return data for all the sample
indices was normal. 6

Table — 1: The Results of Descriptive Statistics for Emergir@an Stock Market Indices Returns during the
study period from 01-01-2002 to 30-12-2013 :

Emerging Asian
Countries Chin | Indi | Indon | Kore | Mala | Philip | Taiw Thail
Descriptive a a esia a ysia pines an and
Statistics
Mean 0.000 | 0.000 | 0.0009 | 0.000 | 0.000 | 0.0006 | 0.000 0.000
210 72 32 457 396 4 237 59
Median 0.000 | 0.001 | 0.0013 | 0.000 | 0.000 | 0.00058 | 0.000 0.000
000 202 86 946 522 7 61 841
Maximurm 0.094 | 0.177 | 0.0792 | 0.1194 | 0.2197 | 0.09817 | 0.067 0.1115
549 441 15 57 0 8 422 67
Minimum 0.088 | 0.122 | 0.1037 | 0.1057 | 0.1750 | 0.12268 | 0.066 0.1483
40 377 53 05 76 3 789 95
0.015 | 0.015 | 0.0146 | 0.0150 | 0.010 0.0135 0.0138
Std. Dev. 994 731 7 3 796 0.013314 89 58
Skewness 0.010 8'7%25 0.5326 | 0.298 173 051 0 414521 0.1841 0.545
85 86 497 ' 78 991
Kurtosis 7.1533 | 12.91 | 9.0411 | 7.930 | 135.44 | 9.24068 | 5.682 12.5117
16 989 85 896 33 6 545 1
Jarque-Bera 2189. | 12288 | 4590.9 | 30519 | 21688 | 4850.14 | 906.0 11206.
376 .55 74 01 66 7 8 05
Probability 0 0 0 0 0 0 0 0
Observations 3046 | 2997 | 2928 2969 | 2965 | 2937 2966 2934
Mean return (mean = X total no. | 63.97 | 215.7 | 272.89 | 135.68 | 117.41 | 187.97% | 70.29 173.11
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Source: http://finance.yahoo.com/ and Computed using E-Views 6 Version.

3.3. Correlation for the Indices of Asian emerging markets with Thailand SET index.

As a general indicator of market, a correlation matrix was used. Table 2 shows the results of correlat®),
among the sample indices of emerging stock markets and Thailand market in Asia. According to the result

of the Table, the values of correlation ranged from -0.023 (India—Korea) to 0.116 (Korea—Phili
Similarly, all the sample stock indices in Asia were positively correlated but few indices (i.e. S&P

- Korea Stock Exchange Index (KOPSI) with the value of -0.023), (China — Taiwan with the valu
and (China - Korea with the value of -0.014) were negatively correlated. It is significant to ot
correlation values earned by emerging market indices in Asia India (0.023), Indonesia (
Malaysia (0.015), Philippines (0.030) and Taiwan (0.055) were positively correlated
same time, only one index, namely, Shanghai Stock Exchange Composite index

negatively correlated with Thailand.

Table - 2: The Results of Correlation Matrix for Asian Stock Market Index R%;u

from 01-01-2002 to 31-12-2013

AN\ e

0),

£s)e

Iy

5),
m the
ea (0.015),

ha#¥and. At the
iha (-.004) was

ring the study period

Pearson Correlations
Samples China | India | Indonesia | Korea | Malaysia | Philippines | Taiwan | Thailand
China 1
India 0.010 1
Indonesia | 0.009 | -0.007 1
Korea -0.014 | -0.023 .051** 1
Malaysia -0.011 | -0.004 0.016 067** 1
Philippines | 0.030 | 0.029 .050** 116** 0.028 1
Taiwan -0.015 | .051** 0.007 .037* 0.022 .092** 1
Thailand [ -0.004 | 0.023 | .040* [ 005 | 005 | 003 | .055* 1
**_Correlation is significant at the 0.01 level (2-tailed).
*_ Correlation is significant at the 0.05 level (2-tailed).

> <
Source: http://finance.yah @a

3.4. Pair wise %

An attem
emergin
Table —

nd Computed using SPSS 16 Version

Causality Test for the Indices of emerging Asian markets and
Thailand market.

made to study the Co Movements and Bidirectional Causality relation among all
ck market indices with Thailand market in Asia, using Pair Wise Granger Causality Test.

ws the results of Granger Causality for testing the inter linkages of Thailand market, with

Ie emerging stock market indices in Asia during the study period. It is clear that among the

dices, only one Asian emerging market index, Indonesia, was perfectly fit and recorded Co

ent with Thailand market on the basis of two way bidirectional causality relation (as per F -
ta |st|cs Indonesia—> Thailand (13.0371) and Thailand—> Indonesia (13.4698)). It is to be noted that out of
maining six emerging markets, only three markets (Korea, Philippines and Taiwan) were significant and
recorded causality relationship on the basis of one way bidirectional causality (F — Statistics and Probability
values). Further, the remaining three indices (China, India and Malaysia) had no causality relation with

Thailand.
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The co-movements of stock market indices of Thailand and seven indices of emerging Asian countries
during the study period, are shown in Figure 3. This figure was created from the results of Granger
Causality test shown in Table 7. It is to be noted that out of eight emerging markets, Indonesia registered a
high degree of Co Movements (two way) with Thailand market while three other emerging markets
(Korea, Philippines and Taiwan) recorded lesser degree of co movements (single side causal relationship)
with Thailand. The remaining three indices (China, India and Malaysia) did not register any causal
relationship with Thailand. *

Table — 3: The Results of Granger Causality for testing the Co Movements of Thailand Market with Sggen .
Emerging Asian Markets during from 01-01-2002 to 31-12-2013 %
o

Null Hypothesis: Obs | F- Statistic | Prob. | Results

THAILAND does not Granger Cause CHINA 2932 0.91079 0.4023 | Accepts
CHINA does not Granger Cause THAILAND 2932 0.13239 0.8760 | Accepts
THAILAND does not Granger Cause INDIA 2932 0.37628 0.68640 | Accepts
INDIA does not Granger Cause THAILAND 2932 1.54693 0.21310 | Accepts
THAILAND does not Granger Cause INDONESIA | 2926 13.4698 0.00000 | Rejects
INDONESIA does not Granger Cause THAILAND | 2926 13.0371 0.00000 | Rejects
THAILAND does not Granger Cause KOREA 2932 1.71658 0.17990 | Accepts
KOREA does not Granger Cause THAILAND 2932 6.84903 0.00110 | Rejects
THAILAND does not Granger Cause MALAYSIA | 2932 1.85054 0.15730 | Accepts
MALAYSIA does not Granger Cause THAILAND | 2932 0.38936 0.67750 | Accepts
THAILAND does not Granger Cause PHILIPPINES | 2932 0.91838 0.39930 | Accepts
PHILIPPINES does not Granger Cause THAILAND | 2932 4.41371 0.01220 | Rejects
THAILAND does not Granger Cause TAIWAN 2932 0.27479 0.75980 | Accepts
TAIWAN does not Granger Cause THAILAND 2932 3.38661 0.03400 | Rejects

N\
Sources: http://finance.yahoo.com/ using E- Vif\Q

value is less than or equal to 0.05.

Rejection of Null Hypothesis when the&:
Figure — 3: The Co-Movement of€gtock rket between Thailand and Seven Emerging Asian countries
during from 01* January 2002 to 3 ember 2013.

~
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No causality relation — e = - -

Source: Asper the results of Table - 3
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4. Discussion and Conclusion

An attempt was made to study co movement of the returns of the emerging Asian exchanges indices (SSE
Composite Index (SSE), S&P CNX Nifty, Jakarta Composite Index (JKSE), Korea Stock Exchange Index
(KOPSI), FTSE Bursa Malaysia (KLSE), Philippine Stock Index and TSEC Weighted Index (TWII)) and Stock
exchange of Thailand SET Index. The daily closing returns varied from 63.97 to 272.89 percent. The average

daily returns of Indonesia were higher than other emerging Asian stock markets, with 272.89 percet Q
followed by Indian NSE S&P CNX Nifty with 215.78 percent. China recorded the least return value of 63.5&
percent while Thailand SET index earned a value of 173.11 percent. It is clear that among the sample jgmices,

of Asia, Indonesia (272.89%) provided better return than that of Thailand (173.11%) during the stu I
According to the analysis, better opportunities existed for diversification among the Asian eme@ ock
markets in general and stock exchange of Thailand SET index in particular.

The analysis of this study clearly shows that in the long run, four countries, nam& Wdotesia, Korea,
Philippines and Taiwan exerted the greatest influence on Thailand. The stock exc oY Thailand SET
index also exercised influence on Indonesia during the whole study period. It is d that Indonesia
enjoyed highly inter linked co movements with Thailand i.e. (two way bidirecl usality relationship).
Out of remaining six markets, only three markets (Korea, Philippines a \Wvan) recorded one way
Bidirectional Causality Relationship with Thailand. The other three emergin 1an markets (China, India
and Malaysia) did not record Inter Linkages and Co Movements W|t n&®during the study period. The
three emerging markets (China, India and Malaysia) recor&\ risk than Indonesia, Korea,

Philippines and Taiwan.
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Abstract: Today many financial sector such as banks, insurance etc. has realized ¢he imgortance of
Customer Relationship Management (CRM) and its prospective to support them to ney customers,
retain existing customer and maximize their lifetime value. Customer relationship ent is one of
the popular and important strategies to manage customer. Strategy focus derstanding our
customers as individuals instead as a group. Marketing strategies both influe d are influenced by
consumer’s behavior and situation. This study deals with the role of Custom nship Management in
banking sector which helps to satisfy the need of the Bank to increase custo alue by using some CRM
applications. CRM is a resonance business strategy which helps the togdentify their most profitable
and potential customers. The effective relationship betweert\n Kk and banks depends on the
S

understanding of the needs of customers. The capability of ba pond towards the customers’ needs
make the customers feel like a valuable individual rather than umber of customers. CRM manages
the relationships between a Bank and its customers. Man omer relationships requires managing
and having customer knowledge. It directs towards impro nd continuously delivering good services to
customers. The banking business is becoming more and complex with the changes derives from the
liberalization and globalization. For a new bank, cyfloMgr creation is important, but an established bank it
is the retention is much more efficient and cost eMjve mechanism. It is possible through implementing
CRM Strategy in Banks.

Key words: CRM, Customer, Bank &

CRM Helps an enterprise to enable its marketmg departments to identify and target their best customers,
manage marketing campaigns and generate quality leads for the sales team. It Assist the organization to
improve telesales, account, and sales management by optimizing information shared by multiple
employees, and streamlining existing processes. Allowing the formation of individualized relationships with
customers, with the aim of improving customer satisfaction and maximizing profits identifying the most
profitable customers and providing them the highest level of service. Providing employees with the
information and processes necessary to know their customers understand and identify customer needs and
effectively build relationships between the company, its customer base, and distribution partners.

N

Introduction

Concept of CRM
er Relationship Management entails all aspects of interaction that a company has with its customer,
hether it is sales or service-related. While the phrase customer relationship management is most
ommonly used to describe a business-customer relationship, CRM systems are used in the same way to
manage business contacts, clients, contract wins and sales leads.

CRM is often thought of as a business strategy that enables businesses to:

» Understand the customer
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Retain customers through better customer experience
Attract new customer

Win new clients and contracts

Increase profitably

YVVVYVYYV

Customer Service in Banks Q
Peter Drucker says Quality in a service or product is not what you put into it. It is what the client or\
customer gets out of it.

A lot of companies have chosen to downsize, and maybe that was the right thing for them. We chose a
different path. Our belief was that if we kept putting great products in front of customers, they would
continue to open their wallets. By Steve Jobs

*
Review of Literature 6\

an be defined as “ an
idual customers and to
ties, through interactive,

According to Shani and Chalarani — Customer Relationship Management m
integrated effort to identify, maintain and build up a network with the®i
continuously strengthen the network for the mutual benefit of Qoth
individualized and value added contracts over a long period of tlmc

In the words of Lekha “CRM aims at delivering better produc e to the customers through better

understanding of his needs.”
Objectives of tr&

1. To study the current practices of CRM inqganmgng sector.
2. To know the importance of CRM as {(Nole tool for an organization.
3. To offer suggestion to improvegh ance of the bank.

R&search Methodology

Research methodology explaj
research problem along
and analyzing the data. |

arious steps that generally adopted by the research in studying
behind them. A research design is simply a plan for study in collecting
e researcher to conduct the study in an economical method and relevant

to the problem Q
Research me \ a systematic way to solve a research problem. The methodology should combine
economy with -

Research Design
@3 rch design adopted for the study is descriptive design.
Data Source

Data was collected through both primary and secondary data sources. Primary data was collected through a
guestionnaire.

Sample Size
The sample size is 100
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Statistical Tools
The tools used for analysis are Percentage Analysis, chi square test and weighted average method.
Data Analysis and Interpretation
Chi-Square Analysis Q
Chi square test is an important test among the several tests of significance. It is a statistical measure used \
the context of sampling analysis for comparing a variance to a theoretical variance.
Chi square enables to explain whether or not attributes are associated. Chi square is calculate (@N

Chi-Square &

Comparing customer satisfaction survey and customer comments and complamts

Hypothesis

A) Null Hypothesis (HO)

*
¢
There is no significant relationship between customer satisfac\Q and customer comments and

complaints.

B) Alternative Hyp@ H1)
There is significant relationship between customgigsatistaction survey and customer comments and
complaints.

Chi test formula

OB} 5\\
E
Where
-The chisqu @

O- Observe ency
E- >\.quency
Q Degrees of Freedom

Degree of freedom =(r-1) (c-1)

Where

e ‘¢’ means number of columns
. ‘r means number of rows.
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c
o
2 Customer comments and complaints
%
= Face to face interview | Toll free numbers | Formal surveys | Other means | Total
(%)
_ | Yes 18 69 4 1 92 4| Q
£ N\
S { No 2 1 4 1 ;
e}
20
S
© { Total 20 70 8 2 @
Calculation for Chi-Square K
O
O E O-E (O-BE)™2 | (O-E)™2/E
18 | 184 | -04 0.16 0.0087
69 | 64.4 4.6 21.16 0.3286
4 | 736 | -3.36 11.2896
1 1.84 | -0.84 0.7056
2 1.6 0.4 0.16
1 5.6 -4.6 21.1
4 | 064 | 3.36 11.2 17.64
1 0.16 | 0.84 7056 4.41
Tota 28.1833
Degree of freedom =(r-1) (c-1) O
= (4-1) (2-)) &
= 3*1
Level of significance 5% 6
Calculated value=28
Table value=9.48
Cal valu

greater t

As Pearso®4

e>tabl% 8.1833>9.488

Findings

are value is 9.488 for degree of freedom 3. Significance value calculated is 0.000 which is
ignificance table value 0.05. So H! is accepted

Interpretation

s;e calculated value is more than the tabulated value. Null hypothesis is rejected. Hence the alternative
ypothesis is accepted.

Conclusion

Thus H1 is accepted so the result is there is relationship between customer satisfaction survey and customer
comments and complaints.
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Percentage Analysis

Kind of Services Used
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&

60

Particulars No. Of respondents | %of respondents
Withdraw 30 30%
Deposit 10 10%
Transfer money 25 25%
Money exchange 8%
Update pass book, cheque 7 7%
Others 20 20%
Total 100 100

Inference

The above table shows that 30% of customers are usually used these with r%rvices, 10% are used
deposit services, 25% are transfer money, 8% are money exchange,7% ar passbook and cheque

services and 20% are used other services usually.

(&

*
Chart for kind of services Q@
a
Rinds of services
K
5 b
] p \ I-.". \
- N 7 %
o d .
f & \ . __" \ / f
n \_’l‘( r
t
5
kinds of services
:\\) Weighted Average Method
L 2 3 4 5
S.NO FACTORS W1=5 W2=4 | W3=3 | W4=2  W5=1 TOTAL | AVERAGE | RANK
1 Facilities 20 10 25 22 23 282 18.8 3
2 Customized services 19 1 35 26 9 305 20.33 2
3 Staff, Time management 21 1 5 7 56 234 15.6 5
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4 Scope of services 50 | 20 7 8 10 392 26.13 1
provided
5 Others 12 15 17 20 36 247 16.46 4
Result of Weighted Average Method - Q
RANK FACTORS \
1 Scope of services provided 6 .
2 Customized services
3 Facilities
4 Others
5 Staff, Time management .
Findings & Suggestion
e There should be more and more emphasis should be given ank to satisfying their
customer to retain them.

e More Information technology has to be adopted . *

e Bank has to reduce the procedure to be adopted by, X rs.

e Inadequate information about the customer is al lem so proper database should be

maintained.

e There should be a good communication betw and their clients.

e The staff as well as the time should be manag ring the bank effectively.

e Itisrecommended that the bank shoul vide enough facilities to the customers.

e The bank can improve the services t ustomers.

@clusion
On the basis of the study it is clea ha& ain and develop customer for a Bank, customer relation act as
a strategic tool. During delivery rvice they have to focus and identify the behavior pattern of the

complaint handling syst e there. It is very clear that CRM became important for all business
especially financial servicg So customer relations plays a major role as a strategic tool for banks to
od and success of the concern.

hold the customer for ?
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A Study on Role of Micro Finance in Rural
Women Development in Tamilnadu

Dr. P. Anbuoli
. Q
Faculty, Department of Management Studies, \
Anna University Regional Office, Madurai *
Abstract: Micro finance sector has passed through long passage from micro savings and mic
micro insurance and micro money transfer. This continuing and evolutionary growth proces nan
immense opportunity to the rural women in India to reach rational economic, |a cultural

ofs. Financial
le for the past
@finance products.

empowerment leading to better living standard and quality of life for participating
institutions offering micro finance schemes in the country continued to play a pro
two decades. Rural women development largely depends upon the disbursement g
In this study 100 samples are collected across different cities in Tamilna Ctgled questionnaire is
provided to collect data from the respondents, the questionnaire has th lons seeking to collect
information about demographic profile of the respondents, level of satisfactio the use of micro finance
products and factors influencing on the use of micro finance Py ¥his study incorporates both
primary and secondary data collected from various resources. Si tage analysis, weighted average
score and factor analysis have been employed to analyze d \ ted. The role of NABARD on the
promotional and financial support on the strengthening of nance products is also investigated.
There are various factors influenced on the use of micro fi micro finance is backbone in the rural
economy to develop the livelihood of rural inhabitants.

Keywords used: Micro Finance, Micro Credj §ro Savings, Micro Insurance, Rural Women
Development, NABARD

SQroduction
Micro Finance schemes offer smell Ic&t poor and rural people especially women for their diverse

requirements such as consumptj shelter, revenue generation and self-employment for their better
livelihood. In several situatio finance schemes propose a mixture of nhumerous services to their
customers along with cregyt. @ comprise connection with micro savings outlet and insurance policies,
skill development training veloping marketing arrangement. Micro credit schemes, thus, assume
significance since the i&' Bssible poverty diminution through encouragement of sustainable livelihoods
and bring about w@empowerment through social and collective action at the working class. In

addition, micro terventions guide to augmented social interface for poor women within
their housetfd in the society, moreover, greater mobility that increases their self-esteem and self-
ioni e munity sphere.

assertion %
The ng nce movement in India has approximately assumed the outline of an industry, embracing
MU by n-government organizations, micro finance institutions, community and regional based self-
roups and their sub-groups, different forms of co-operatives, credit unions, public and private sector
. This sector has showed a sharp growth with the appearance of a numeral of micro finance
stitutions that are providing financial and non-financial assistance to the poor and unprivileged in an
ndeavor to elevate them out of dearth in income and property. The initiative of micro finance institutions
with the national level micro finance scheme support reaches out to millions of poor across the country.
Increased demand for micro finance in India makes hurried walk and has raised high prospect in the
country about the role that it can take part in poverty eradication and women development in rural areas.
The present study showcases the momentous involvement of the micro finance institutions to a
comparatively large base of customers, which would be of immense help to the policy makers as well as the
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general public, to recognize and realize the role that the micro finance institutions can take, in ameliorating
the lot of the deprived and underserved rural community. Hence this present research work can be carried
to test the role of micro finance schemes in the rural women development.

2. Statement of the Problem

Women form a crucial part in the family, society and economy as a whole, who comprise roughly half of aheQ
labor force and acting as a primary member contributing in the survival of the family. While moving t

rural area, the main occupation and employment source to the women candidates are agricultu and.
related field. It is the fact that women form the backbone of the agriculture sector, comprising the r@y
of agricultural population in India. In agriculture field the cost of women labor is much lower t st
of men labor. Hence gender distributions in agriculture are stark, with all activities involvin work
usually assigned to women, on the other hand all operations concerning equipment brodght animals
generally performed by men. Agriculturists can be classified into several types lik wgge workers,
small and tiny land owners, landless labors and so on. Earnings opportunity in agr r& sector is very

of labor from one place to another place involving long hours of travel is limited. e the earnings power
to rural people is limited than the urban sources. Gender domination in rur much higher and the
earnings of male community largely spend for their entertainment like drin oke and other activities.
Hence the income procurement in the family is small in number, tha{i ialgrequirements of rural women

largely fulfilled from the moneylenders and other forms of non-oﬁx’x ancial entities.

The existence of micro finance schemes in rural areas can giv us benefit to the women residing in

limited and it failed offer the employment regularly or throughout the year. At U@ Ime the mobility

the rural areas. Micro finance activity refers to small savin , leasing, money transfer and insurance
services extended to socially and economically underpriv% segments of the society. This process also
defined as provision of thrift, credit and other financjal se s and products of very small denominations

distributed to the deprived residing in rural and
their earnings levels and improve living standa

restricted to credit only. Women comprise
services offered by the micro finance ingtitigi

ban or urban areas, for assisting them to elevate
esently a large part of micro finance movement is
mber of consumers of micro credit savings and other

eed for the Study

empowering women. Ungl | ecades, credit schemes for were almost insignificant because of the
inability to repay the sta st. Additionally, certain misapprehension about the poor populace that
they require loan at sub rates of interest on squashy terms, they lack skills, capacity to save, credit
worthiness and ther ot aware about banking operations. However the experience of several micro
finance institutiogeg elf-help groups reveal that rural people are actually efficient managers of credit
and finance.qQv4 @ ity of timely and adequate credit is essential for them in their endeavor rather than
grant. Gove, N rerforts so far in the course of assorted poverty mitigation schemes for self-employment

Micro finance schemes are Er being recognized as a key factor for alleviating poverty and

MgC®is the most crucial input for household as well as economic activity along with growth and
\Q' ppment. Finance through own resource can give courage to start business or everything one person

ant to do, if there is any dearth in own resource, the person may seek assistance from the others. The

ructure of rural financial market in India is dualistic, it consists of both formal and informal financial
intermediaries operate. The borrower from the rural areas has been depending upon institutional sources
for their productive purposes. At the same time the consumption credit needs not fulfilled from the
institutional financial framework. Hence the rural women have to undertake non-institutional lenders have
been exploitative and expensive for rural poor. The existence of suitable financial structure to provide both
productive and consumption credit needs will reduce the financial hunt by the rural women. Now
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increased attention to strengthen the credit disbursement system in rural areas, are lowering the
moneylenders clutches on the rural women. Micro finance schemes and its multiple dimensions bring
enormous financial support to the village families. Hence this present study has been carried to check the
role of micro finance schemes on rural women development.

4. Review of Literature
*
Studies made in this respect by eminent personalities are viewed to continue this research work an\o
narrated at this juncture accordingly. Bharathamma (2005) carried out a study on empowerment ural
women through income generating activities in Gadag district of Karnataka. The study reveal
education, land holding, income of the family, participation in social activities, mass media an
training programme undergone showed highly significant association with empowerment , age,
marital status, caste, family type, family size and material possession had no signific&zis: jation with

empowerment of rural women. Gains for different income groups are compared e gverage for a
control group, rather than with the change for comparable income categories withi control group; in
other words, gains to very poor borrowers are compared with average gains in th roup, and not to
the gains to the very poor controls (Morduch 1999). Pitt et al (2003) find that cr%aing to females has a
large and significant impact in two out of three health measures for childref. mi and Schuler (1996)
found a reduced incidence of violence among women who were members redit organizations than

among the general population. ’\ Q *

Yunus (2007) argues that it is important to distinguish microcr w s previous forms from the specific
form of credit adopted at the Grameen Bank, which he calls G redit. For some of the other forms of
microfinance as a stand-alone means of reaching the poor, cts in which it has to be complemented
by other inputs and services (Mahajan, 2005). Microfina titutions could also serve as intermediaries
between borrowers and the formal financial sector and on-™#d funds backed by a public sector guarantee
(Phelps 1995). There is a strong tendency to moyl t&the top of the clientele group, and to give little
attention to the needs of the poorest, with the result that their proportion diminishes over time
(Navajas et. al 2000). Only MFIs that design g 15 around the needs of the poorest are likely to retain
them as clients. MFIs that focus on sgyi 2 than credit tend to reach a smaller proportion of the
poorest, have a lower and slower impa overty reduction, and are therefore less conducive to reaching
the big goals by the target dates (Ggen an odgrass 1999; Fruman et. al1998).

Lapeneu and Zeller (2001) find accounted for the majority of MFIs, retained the highest volume of
savings and credit, and & re members than any other continent. The concept and practice of
microfinance sector is j#

ly adopting a financial systems approach, either by operating on

commercial lines or by s % mtically reducing reliance on interest rate subsidies and aid agency financial

support (Basu et al. One way of expanding the successful operation of microfinance institutions in

the informal secjsug ough strengthened linkages with their formal sector counterparts. A mutually

beneficial tr@) should be based on comparative strengths of each sector. Informal sector

microfina% itations have comparative advantage in terms of small transaction costs achieved through
a

adaptabilt exibility of operations (Kim Kyung-Hwan, 1995).
5. Objectives of the Study

@udy is carried in this direction with the following objectives. These are:

1. To check the demographic profile of respondents who are availing micro finance services from
various micro finance institutions.

2. To analyze the satisfaction level of respondents while using micro finance services from the micro
finance institutions.

3. To examine the factors influencing on the use of micro finance products of women in rural areas.

4. To assess the NABARD support in this direction for the uplift of livelihood of rural women in India.
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6. Research Methodology

This study is based on the sample of 100 rural women and the survey is conducted in various parts of
Tamilnadu during January — February 2014. The sample is collected from the infinite population of rural
women, sampling unit and source list are the rural women availing micro finance services and identified in

micro finance institutions, self-help groups and so on. Sampling is conducted by interviewing randomly
selected rural women over a period of six weeks time. The data is collected using a structunedQ
guestionnaire, the questionnaire is divided into three sections, the first section deals with the demographl

profile of respondents, second sections collects their satisfaction on the use of micro finance service%d.
section seeks the factors influencing on the use of micro finance products of women in rural areas. | r
to analyze the information collected from the respondents’, simple percentage analysis, weigh ge
score, factor analysis have been employed to test the worthiness of data collected. The S are
phrased in the form of statements scored on a 5 point summation scale, ranking€fromYfor highly
dissatisfied, 2 for satisfied, 3 for neutral, 4 for satisfied and 5 for highly satisfied. Th @pntains both
primary data collected from the respondents and secondary data collected from vari als, books and
websites of micro finance institutions. Descriptive research design has been adop% e the study.

7. Analysis and Discussions @

Demographic Profile of Rural’ *

The demographic profile of rural women is analyzed as p \ marital status, annual income,

profession, education and presented in the table-1.

Table — 1: Demographic Proi@?ural Women

Attributes Distribution Sample Number Frequency

58 & above 18 18%

6 Married 74 74%

. Unmarried 14 14%
Marital Sta Divorced 1 1%
é Widow 11 11%

Upto 25,000 28 28%

ncome 25,001 - 50,000 42 42%

50,001 - 1,00,000 16 16%

More than 1,00,000 1 11%

Daily wage 28 28%

Landless labor 17 17%

Nature of Employment Small business 23 23%
Self-Employment al 31%

Employed 1 1%

Uneducated 29 29%

Education Primary Education 37 37%
Secondary education 22 22%

Diploma/Degree 12 12%
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Community Composition OBC 68 68%
y P SC/ST 32 32%

Familv Size Nuclear Family 74 74%

Y Joint Family 26 26%

Detailed demographic profiles of respondents are presented in Table 1. Questionnaires are disseminate Q
the women who had undertaken at least two kinds of micro finance services in the past 2 years. 10

completed questionnaires from the respondents are collected. From the sample, 46% of respondent
the age group of 18 — 28 years, 74% of respondents are married, and annual income of the re
acknowledges that 42% are earning 25,001 — 50,000 per annum. Daily wage (28%), small busines and
self-employment (31%) are nature of employment of respondents. Most of the respondents (3@ cation
is primary level and followed that 29% are illiterate. The information on community%o ion of the
3
O

sample respondents revealed that 68% of the beneficiaries are belonged to the genera o® and 32% of
the respondents belonged to scheduled caste and scheduled tribe category. Family s the respondent’s
shows that 74% of the respondents are belonged to the nuclear family type jR®luNa#their own family
members like spouse, kids and parents of their own or spouse and 26% of res Jare belonged to joint

family consisting of siblings of their own or spouse.

Level of Satisfaction,Q .
Satisfaction level of micro finance users are tested through N d average score of analysis, here

various microfinance services are examined. A questionnai ining twenty-three variables on the
micro finance schemes was presented with 100 responde re all used the micro finance schemes.
The respondents are asked to rate each variable on a fiv igt Likert scale, according to the satisfaction
derived from the services availed from the micro-figgnce ifStitutions. In order to analyze the satisfaction

level of the respondents is calculated for each v The variables are categorized as variable of high
satisfaction, moderate satisfaction and low satisMgtiOW depends upon the value assigned and explained in
table-2.

Actions
High

Satisfaction (TANY to borrow service 51 16 12 i 10 4.03
ifgAlity of financial products 55 15 14 9 7 4.02
@Recognition & respect 53 18 13 10 6 4.02
Information effectiveness 48 20 13 12 7 3.90
Q Compulsory saving conditions 48 19 15 11 7 3.90
$ Guarantee Expectations 50 18 1 12 9 3.88
Time taken to get loan 53 16 12 1 8 3.87
@erate Bank staff behavior 49 18 12 13 8 3.87
sfaction Complaints recognition 47 19 14 9 11 3.82
Penalty of non-payment 46 21 1 12 10 3.81
Cost of transportation 45 15 21 12 7 3.79
Prompt Response 40 15 22 8 15 3.57
Interest on Savings made 36 16 18 1 19 3.39
Low Terms and Conditions 28 1 17 19 24 2.97
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Satisfaction Ease of Procedure 26 10 19 14 3l 2.86
Demand for Security 23 9 17 15 36 2.68
Loan usage check 21 10 18 16 35 2.66
Repayment procedure 20 10 17 17 36 2.61
Document charges 25 10 18 13 34 2.58
Hidden charges 18 9 16 19 38 2.50
It is ascertained from the out of twenty-three variable presented in the table -2, only six variables are\
coming under the classification of high satisfaction. 10 variables are categorized in moderate sati g
and rest 7 is coming under low satisfaction category. High satisfaction includes amount of cpyses n
places first in that category, its weighted average score is 4.35. Period of credit taken is sec rtant
satisfied factor, which scores 4.18, similarly interest on credit taken placed third in that gateg®. TTming to
borrow service, suitability of financial products, recognition and respect from theqw@€kplage®ranked as

fourth and fifth category. Moderate satisfaction covers ten variables, includes g#
provided by micro finance institutions, compulsory saving conditions at the_t N getting loans,
guarantees expectations, time involved to get loan, behavior of bank loan, compfa recognition, penalty
of non-payment, cost of transportation, prompt response and interest on ade. Highest score is
3.90 and lowest score is 3.39. In low satisfaction classification of variables,% and conditions, ease of
procedure involved in micro finance products, demand for segugj loall usage check, repayment
procedure, document charges and hidden charges. The score distrbw ranges from 2.97 to 2.50 in this
category. It shows the lowest level of satisfaction to the rural availing micro finance services.
They experienced the procedural difficulties too, for getting th ctioned, specifically while going for
the formal sources of finance like banks.

Factors Influencing on Micro&nce Product Use

There are several micro finance schemes are a le®n the micro finance institutions in India. Micro
credit is offered to safeguard from the fi | Yequirement of various expected and unexpected
happenings. Micro savings is one among th @fl ance product; it creates thrift among the rural women
to save their money in smaller denomi \ﬁ cro insurance schemes are acquired with the expectation
of establishing family protection and s&W for the family future. Micro leasing provides leasing services
for small and women entrepreneuf§and nm®ney transfer helps to transfer smaller denominations from one
place to another place for busines ell as personal purposes. There are various factors are influencing on
the use of micro finance prod wfCe its impact is analyzed with the help of factor analysis. The detailed
factor analysis is presente(N @3

Table - 3: Results of Factor Analysis

. Factor Eigen Cumulative % of
Factor Variable . .
Loadings Value Variance
Starting self-employed business
. . 0.823
Basic protection of purpose
. . 0.533
Education of children 0.679
Unexpected medical expenses '
Development finance for 0.732 38.428
o Credit pmer 0.843 12.434 '
business
T 0.711
Basic livelihood expense 0818
Constructing own house 0'714
Family function 0.782
To acquire land/plot for own use '
. . Savings for future 0.836
Micro Savings Meeting future financial 0.792 7490 12.564
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contingencies 0.735
Wealth accumulation 0.638
Retirement planning 0.724
Medical care expectation

Insurance Protection 0.817
Micro Minimal savings for future 0.793

Insurance Accidental Coverage 0.639 5295 7673 ¢
Medical Coverage 0.623

Money Transfer for business *
Money purpose 0.698 3194 41 6
Transfer Money Transfer for personal 0.582 ' ' @
purpose &6
Micro Leasing Leasing 0.774 2.085 2.

The factors influencing on the use of micro finance products are analyzed wit principal factor
component analysis. There are 21 variables are given under the five factors, it is t all variables are
having factor load of more than 0.5. Hence it is evidenced that all the variat?@j nsisting considerable

impact in the use of micro finance products. Put together all variables laining the variance of
64.975%. Factor analysis strongly evidences that micro credit is the t reC™dnized product among the
other micro finance products. Development finance for businesse( tﬁrting self-employed business
(0.823) and constructing own house (0.813) are bearing maxi load in that category. Availing
credit for basic family protection purpose is the minimum factg g bearing variable in that category.
It explains 38.428% variances and has Eigen value of 12.434. U @ picro savings factor, savings for future is
the major factor that influences on the availing micro fina ‘.y pro®UCts. It bears the maximum factor load of
0.836 in that category. Retirement planning with micro XMgigls are very minimal in that category and it
possess the factor loading of 0.638. Micro savings ins 12.564% of variance and 7.490 as Eigen value.
Micro Insurance is a special kind of insurance ieS®which offers insurance policies like child plans,
retirement plans, medical rider coverage, a altoverage etc., on lower premium. Four factors are
loaded in that category and explain 7. 673% ce and 5.295 of Eigen value. Money transfer facilitates
to transfer money from one place to a - and both personal and business purpose is encouraged.
It is loaded with two factors and expla % of variance in data and 3.194 as Eigen value. Lastly, micro
leasing is loaded with only one striNg and i xplams 2.126% variance in data and has Eigen value of 2.085.

Promoty forts and Financial Support by NABARD
NABARD offers reflnan to banks to the 100 percent credit disbursement to women self-help
groups. The total refj ursed to banks against bank loans to self-help groups during the financial
year 2009-10 was Rs crore, registered a growth of 21.1% than the previous years. In addition to that,
the cumulatj ve faC|I|ty disbursed under self-help group bank linkage scheme positioned as Rs.
12861.65 cro\ er to strengthen the efforts of NABARD’s promotional support for micro finance
overnment increased the fund size to Rs.400 crore to Micro Finance Development and

activity,
Equity @art from such funded assistance, NABARD continued to sponsor training programmes and
so m forts to enhance the effectiveness of officials in the disbursement of micro finance products.

e financial year 2012-13, the following programmes are offered to the beneficiaries listed in table-4.

Table — 4: Training and Capacity Building Programmes — 2012-13

No of No of
Programmes Participants

Programme Particulars

Awareness creation and capacity building programmes

organized for SHGs associated with NGOs. 1991 83l
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2 Awareness-cum-refresher programmes conducted for NGOs 1130 35648
3 Training programmes conducted for bankers of Commercial 462 14945
banks, RRBs, and Co-operative banks
Exposure visits for bank officials/NGOs to agencies pioneering
4 AR . ST 14 387 &
in micro finance initiatives
5 Field visit of Block Level Bankers’ Committee member to 997 58 N
nearby SHGs
6 Programmes for the elected members of Panchayat Raj 80
Institutions to create awareness
Training & exposure programmes for government officials 79 ¢ 3385
Other training programmes for microfinance sector 1181 65029
Micro Enterprises Development Programme 1 38313
10 Micro Enterprise Promotional Agency 1000
1 Meetings and Seminars 4 3351
Total 6804 253868

cies to disburse credit to rural and
mulative progress are presented in the

Additionally, NABARD grants financial support to the vari
unprivileged areas. Financial sanctions, cumulative sancti@
table -5.

Sanctions Cumulative Sanctions Cumulative Progress
No of Amount SHG SHGs
Agency No.  Amount No.  Amount SHGs released formed linked
NGOs 306 26 P393 2624 9025.81 345173 3469.69 244367 157831
RRBs 4 3395 urz 429.44 47975 189.23 54271 36155
CO'. 5230 102 626.36 59105 252.95 44618 29075

operatives

154.70 9250 68 684.46 40483 63.91 9991 5636
- - - - - 61.96 14858 7986
319  2878.17 71268 2911 10766.07 492746 4037.74 368105 236683

is evident from the table-5 that sanctions during the financial year 2012-13 was Rs. 2878.17 lakhs and it was
provided to 71268 agencies. Similarly cumulative sanctions positioned to Rs.10766.07 lakhs, it was
distributed to 492746 agencies. Cumulative progress of amount released during the year was 4037.74 lakhs
and 3.68 lakhs self-help formed in the same period.
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8. Conclusion

The revolution from the micro finance towards strengthening the rural poor in India have provided
considerable flows of credit, frequently to very low income groups or households, who would generally be
excluded by conservative financial institutions. Micro finance offers services in the small denomination of
savings, credit, leasing, insurance and money transfer. Micro credit presents poor people access to credit

from a multiplicity of micro financial institutions they need to utilize income-earning prospects, meet Iie-Q
cycle basic requirements, cope with tragedy such as natural disasters and protect them from adde
impoverishment during financial anxiety. Percentage analysis reveals that 46% of respondents are igs3-28
years of age, 74% are married respondents, annual income of 42% is falls in the range of 25,001 —
nature of employment of respondents furnishes that 31% are self-employed, educational \
evidences that 37% respondents are primary school education. Community composition furn
are general category and 74% of respondent’s family size are nuclear family. Level of €gtisfal\on of rural
women shows those only 6 strings out of 23, falls under high satisfaction. 10 stri ceming under
moderate satisfaction and 7 are coming under low satisfaction. Factors influencin use of micro
finance products are analyzed according to the micro finance products. Put it explains that
65.975% variance in data and variable are loaded with more than 0.5 to all 21 var iven under 5 factors
like micro credit, micro savings, micro insurance, money transfer and micro "NABARD offers plenty
of promotional and financial assistance to develop the rural women develop t. Micro finance schemes
are the universal remedy in the elimination of rural women povert%is&uelled equally by the various

Government agencies to bring anticipated development in rural ﬁ\&

References

1. Mahajan, V. (2005). “From Microfinance to Live@f Finance”, Economic and Political Weekly,
October 8, 2005, Mumbai.

2. Bharathamma, G.U., (2005). “Empowerme ural women through income generating activates
in Karnataka”, Thesis — University of Agraul®&al Science, Dharwad, Karnataka, India.

3. Yunus, Muhammad (2007). “Bankerg Poor: Micro-Lending and the Battle Against World

Poverty”, Public Affairs, New Ygrk.

4. Chen, M. A., and Snodgrass, & . “An Assessment of the Impact of SEWA Bank in India:
Baseline Findings”, Harvaig Instité\geYor International Development.

5. Fruman, C.and Paxton, 98). “Outreach and Sustainability of Savings-First vs. Credit-First
Financial Institutions: A ative Analysis of Eight Microfinance Institutions in Africa.

inkages Between the Microenterprise and Shelter Sectors: An Issues

Maryland.

7. Navajas, S., Schr# ., Richard L. Meyer, Vega, C.G., & Meza J.R., (2000). “Microcredit and the
Poorest of t - Theory and Evidence from Bolivia”, World Development, Vol.28, No.2.

8. Lapenu,@n Zeller, M. (2001) “Distribution, growth and performance of microfinance

a

instiyti Africa, Asia and Latin America, Food Consumption and Nutrition Division,
Di & per, International Food Policy Research Institute.
9. % J. (1999) “The Microfinance Promise”, Journal of Economic Literature, Vol.XXXVII, pp.
614.
. , M.M., Khankder, R., Chowdhury, O.H., and Millimet, D.L. (2003). “Credit programs for the
oor and the health status of children in rural Bangladesh,” International Economic Review, Vol.
O 44, No.l, pp. 87-118.
11. Basu, P and Srivastava, P., (2005). “Scaling-up Microfinance for India’s Rural Poor Policy”, Research
Working Paper 3646, World Bank, Washington.
12. Kim Kyung-Hwan (1995). “Access to Credit, Term of Housing Finance and Affordability of
Housing”, Housing Finance International, Vol.9, No.4, June 22-27.

13. Hashemi, Syed, Sidney Schuler, and Ann Riley, (1996). “Rural Credit Programs and Women'’s
Empowerment in Bangladesh”, World Development, Vol. 24, No.4. pp. 635-653.

Int Congress 2014 ISBN : 978-81-929742-3-1 www.intcongress.com



ASDF Thailand Proceedings of the International Congress 2014 [IC 2014], Bangkok, Thailand 25

Facing Operational Work Issues Working
Through E-Platforms in Textile Industries

T. R. Bhavani, Dr. P. Anbuoli, Dr. T. Jothimurugan
.
Research Scholar, ULTRA College of Engineering and Technology for Women, Madurai \Q
Faculty, Management Studies, Anna University, Regional Office, Madurai *
Director & Head, Management Studies, K.L.N.College of Engg. & Tech., Sivagang@%

facing
mployees
ve®ing research

technology amendments in HRMS helping and troubling employees in textile M . The knowledge
management processing system shows how to mend employees in the calami issues mainly using
e-platforms in textile industries. The main purpose of the study is to analyse@ related factors in textile
industries. To explain how should overcome from the operational work issues Wthe HRIS and E-platforms.
Discriminant analysis was performed to identify sub systems. Wilk§ st analysis was performed to
identify sub systems of e-platforms. The findings of the study indy a\c ew tools and new platforms are
implementing in all areas of sub systems but workers are unae W le the new tools and techniques.
Mainly HRMS may affect low level employees while handling . Therefore all transitional elements
organization culture, organization structure, technology s abf/ays be considered together. To validate
their struggles in scheming suitable learning and improve Ygftight the job can be organized which can attain
to improving employee performance. We attained ost benefits while using HRIS, MIS, ERP effectively

and well-organized manner. The remaining fiv ts are optimistic impression. Training given to
employees how to use but should fail to stre w to rectify it. The research concludes that, the
organization must develop the weak areas of f-pINT®rms.

Key words used: E-platforms, Knowle& nagement, Technical Innovation, Textile Industries
I. Introduction

In Indian textile indust h%n a major contributor to the growth of the Indian economy and a
significant source of em in the small, medium as well as large scale sectors. The textile industry
faces incredible defiegm ppearance global competition. The rapid development of high technology,
information and co@aﬂons technologies have urged many organizations to actively seek for new way,
ideas, strategy, 1 tation, and system support in improving their current product, process, system
and technolo 48.3% felt that the responsibility to manage innovative changes in textile industries
should be e’s job. E-platforms information system was designed to focus on the actions of HRM.
cd¥ds in a compressed manner, allowing access and reclamation in a suitable way. Human
not only brought into the organization by means of recruitment and selection but also
ithin the organization by investment in their personal capacities and deployed by nurturing of

de
ersonal and inter-group relations.

he major challenge is how we are able to tackle the new tools and technical problems incorporate all the
Sub-systems in e-platforms and help them without mistake in achieving the ultimate goal. Information
systems contribute to improve the organizational performance, and enhance the competencies of human
resource professionals. This paper aims to assess and establish the support levels and the benefits of the sub
system process of HRIS, MIS and E-Platforms in the medium-scale textile industries. The goal of e-
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platforms in HRM is to maximize the productivity of an organization by optimizing the effectiveness of its
employees while simultaneously improving the work life of employees.

. Review Literature

Physically manual handling is one of the utmost mutual reasons of difficulties in the textile industry. Levitt,
Apgar and March (1988) shows that there are less positive about the capacity of organizations to man Q
knowledge effectively. Argote argues that one of the reasons why knowledge is difficult to transfe&

because “some of the knowledge acquired through learning by doing to the particular constellajjs
people, technology, structures and environmental conditions” (Argote, 1993, p. 42). Jacob and Ebra/Wsp}r
(2001, p. 75) results showed that the transfer of knowledge within organizations still remain p @‘ G
issue for managers. The present researcher has tried to survey this aspect from a different
50% of the professionals believe that changing human behavior is one of the exe@ ng blems in
knowledge management (Glasser, 1998). Horwitz et al., 2006, results showed perfor COT #n individual
depends on job satisfaction. A persons’ ability, the quality of his tools and materials, 3t0re of the work
environment and job and efficient managerial coordination of the efforts of thgsoNadrce all assist the

effective performance. Allameh (2007) states that the current scenario iy the technology is
essential for organisation but applying and understanding the new kno S the task for today’s
managers. Cummings, 2008 states that without skill, attitude and hum ommitment it will not
accomplish the suitability of the organisation with highly technolog .®

Popa Daniela, Bazgan Marius and Bashir Ahmed (2011) r \ s their professional satisfaction
correlated with job performance. Dr. Kameshwar Pandit an |ka (2012) states handling employee

crucial aspect of human Being. Balasundaram Nimal (2012), according to the compatibility
principle, work performance, being only one relativelg speciliC aspect related to one’s work, cannot be well
predicted from a general attitude such as job iSNgtion. The study confirms that high employee
satisfaction level can reduce industrial disputes timately it leads to cordial industrial relations Dr.
Vijaysinh Vanar (2012). Momani.A (2013) res ed that the main purpose of this infrastructure is not

performance based on the organizational needs, strate% ements and customer’s preference is

only converting tacit knowledge into p i s in the individual level, but also transmitting message
from bottom to up and up to bottom opriate positions in the organizational level. In this study by
technology improvement the e tam specific technical problems while doing their work. It's

beneath to low level of job satisfa

1. Objective of the Study

The primary objective udy is how innovative changes serving and distressing employees in textile
industries. These ar%
e To¢€ |I’0W to overwhelmed from the operational work issues in HRMS and E-platforms
e To how to incorporate all the sub-systems in e-platforms and satisfy the employees in
ileWwdustries.

V. Research Methodology

Q&udy was carried out from small and medium scale textile mills in Theni district, Tamilnadu. A sample
f 213 employees from various departments was selected as respondents on the basis of systematic sampling.
n this study, the main data was collected through questionnaire which consists of both open ended and

close ended questions. To overcome the operational work force issues in a systematic way by using

Multivariate test. To focus on subsystems, Discriminant Analysis and Wilks Lambda has been applied

providing test results free from parametric assumption. To test these hypotheses, this research will present

theoretical background about the concept and models of work performance, the analyses of the interviews,
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statistical information and charts regarding the survey method. Therefore, it was found that the
guestionnaire used for assessing the employee work performance and organization performance of textiles
mill employees was reliable.

V. Statistical Analysis Results

5.1 To demonstrate how to overwhelmed from the operational work issues in HRIS, MIS and E-platformsﬁ\o

organization thought that management supported it. We infer that F-ratio is significant at both lev

mean the difference in group means is significant. K
6& ‘

By using anova measures we measured perceived organizational support with 4-item to assess how \%19.
| h

Table 5.1: ANOVA Measures

The observed significance levels are n
hypothesis. The conclusion that wle

ANOVA
Sum of Mean
Squares df Square F Sig.
Work Load 4,349 4 1087| .604] .G60
386,907 215 1.600
391.345| 219
Technology 7.482 4 1.870| 870 425
Support 414627 215 1928
422100 219
Handling 9.932 4 2483 1547 .190
Equipment U5063| 215  1.605
354,905 219
Operational 10.245 4 3.049) 1704 .120
Work 516.864) 215 1.901
25100 219

important for their overall job s
operation work issue factor. T

above 0.5, it is considered

The Eigen Values repres
Employee Performa
working environ

notice that

Employee Per

coyected for this and thus cannot be interpreted as tests of the
workers are the most satisfied with factors which are at least
tion and opposite, that they are not so much satisfied with facing
of measurable items and its correlation, and if the result is generally

gble.

model performance through the following statistics. a. Dependent variables:
ical skills (Technology), Team Work, Work Load, Job Aids, Technical Skills,
above equation is the calculated from the Eigen Values Correlation equation we
Load & Technology Support, remaining all the factors have a positive impact on
e. Therefore, the null hypotheses 3 and 5 need not to be rejected while the remaining

can be rej@ en factors emerged with eigen values greater than 1.0, explaining 65.5% of the variance.

N

Int Congress 2014

Table 5.2: Eigen Value analysis

Eigenvalues
Canonical
Function | Eigenvalue | % of Variance | Cumulative % | Correlation
1 0428 65.5 65.5 201
2 0198 295 95.0 36
3 0032 5.0 100.0 057

a. First 3 canonical discriminantfunctions were usedin the analysis.
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5.2  Focusing on all the subsystems in HRIS, MIS and to improve employee work performance in textile

industries.

In the modern technology, Innovation is designed to improve effectiveness either by in terms of the accuracy
of information or by using the technology to simplify the process.

Table 5.3 — Focusing Subsystems of E-Platforms, HRIS & MIS

&

Gr Wilks®

Step Wariables F to Enter Lantbda 6 .
0 Technology 1.706 822 @

Working Conditions 1.703 821 K

Formal Technological 25 . &

e 853 625 *

Communication

Handling Equipment 1.385 829 }

Technical Learning 203 790

Team Work 1.385 829

v

As a result, employee well-being and computer based system supp Id¢be more accurate and timely,

which helps get better employee satisfaction. By mechanically ployee records and helping to

make sure a smooth job aids, employee satisfaction improves: hat people respond to their jobs
@ 0

have consequences for their personal happiness and the effec f their work organizations. We can
see that in our example, Wilks Lambda Tests is shown ich indicates a high level of internal
consistency for our scale with this specific sample.

Table 5.4 — Factor analysiwﬁjependent variables

Tests of Equality of Group Means

Wilks' Lambda F df1 df2 Sig.
ComputerBased G54 1.063 3 193 366
Ferformance Suppaort
TeamWark 8497 87 3 183 805
Technology Support Relot] 2.094 3 193 02
Handling Equipment 8849 q47 3 193 hZ6
Work Load leading to 868 2.086 3 143 02
exhaustion
Knowledge Map a9z 540 3 143 G55
Involverment 995 350 3 193 789
\‘ Technical Skills of 995 350 3 183 7849
O workforce

he small significance value indicates that the discriminant function does better than chance at separating
the groups. Wilks' lambda agrees that only the first two functions are useful. For each set of functions, this
tests the hypothesis that the means of the functions listed are equal across groups. The test of function 3 has
a significance value greater than 0.10, so this function contributes little to the model. The tests of equality of
group means measure each independent variable's potential before the model is created.
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The result of factor analysis as illustrated in the table 5.4 shows that the variables act in that six groups are
created. In our example, Information sharing will plan in directive to accumulation in ERP Platforms for the
future needs. We can see that in our example, Wilks Lambda Tests is shown 0.526; it specifies an optimistic
impression on employee high level of satisfaction from our survey. The test is conducted within each
dimensions which they hope to measure to improve work performance in a systematic way at an industrial

complex.
.
VI. Limitations of the Study \Q

The first limitation of the current study is that the record gathering was limited to only in all arou n%i.
The study must be prolonged to low level and middle level executives excluding top w@ ent
executives. The limitation of the study is self-report data. This study is subject to the usual ligi s like

all fields of survey research. There are a number of areas which are related to the presdQj stu nd where
future studies can be conducted. *

2

VIlI.  Implications and Suggestions

This study shows that proper and systematic training must be evaluated % organization. A proper
technical handling mechanism should be adopted where the employees f ree to raise their voices.
Handling skills, Staff training and growth is essential to the exis durvival of organisations as it
enables employees to acquire the relevant professional skills an for actual performance. Proper
training is not sufficient to low level employees. Moreover n al training how to solve technical

problems while handling e-platforms.
VIII. Concl@v

This paper proves that operational work place s and specific technical problems faced by the
workers while doing their work. The technologic® inMevation and growth and execution levels in medium
scale textile industries are highly nonaggre@n w a day’s technology plays into MIS, HRMS and E-
Platforms in developing and sharing organisation there having positive and negative effects
in the working phenomenon. The pr& bject denotes the both effects of new technology variations.
Mainly e-platforms may affect lovievel eNMsployees while handling systems. It shows the negative level of
job satisfaction. Whereas handlin ems everyday make it as practical. The results of regression analysis
revealed that the two pracy dling System and Technical Skills are negative impact on the
performance of employ s.@ remaining elements have an optimistic impression. Therefore all
transitional elements or culture, organization structure, technology should always be considered
together. New tools g atforms are implementing in all areas of sub systems but workers are unable
to tackle the tools a iques. Training given to employees how to use but should fail to stretch how to
rectify it. Techn eliberated an advanced and pervasive phenomenon of employees. The researchers
recommend @ organization must develop the weak areas of E-platforms. However correlation
analysis i that there is weak and inverse relationship of technical skills for each employee.
Identifyi @mployee is suitable for a particular task or activity by using the listing skills and capability
i\ ® study concludes that the technological development and implementation levels in medium
e industries through the innovative changes is particularly nonaggressive and for
plishment. We attained utmost benefits while using HRMS, E-Platforms, MIS, ERP effectively and
rganized manner which we attained the satisfaction levels.
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Abstract: Corporate Governance identifies the role and responsibilities as well e rights of the
company. Investors believe that a company, with good corporate governance, rform well over a
period of time and that effective governance could reduce the risks and a her investment. The
objective of the study is to examine the influence of Corporate Go%ce Practices on Firm’s
Performance. The paper analyzed board variables and financial perfognance®®f listed companies in the
National Stock Exchange (CNX Midcap), using Structural Equati%feﬁng (SEM) during the study
period. The study suggests that the corporate governance me 19, NPich included Tobin’s Q, Insider
Ownership and Board Independence, is crucial for better perfoLig firms. Therefore, good governance
structures must be designed and implemented to improve t @ ity of monitoring the board decisions

and for enhancing the performance of Indian firms. Good 5-* ermrance practices would result in an increase
in the shareholders’ returns. ‘

Key Words: Corporate Governance, Firm's Perfo ce ¥ obin’s Q, Structural Equation Modeling

&& Introduction

The concept of corporate gover @ jdentifies their role and responsibilities as well as their rights in the
context of a company. Inves V. €ye that a company, with good corporate governance, would perform
over a period of time anNIINg effective governance could reduce the risk and attract further investment
(Agrawal.A and C.R.Kng @ 996). Good governance should address all issues that lead to value addition
for the firm and e interests of all the stakeholders and shareholders. It is the system of
structuring, oper. t;@ controlling a company with a view to achieving strategic goals for the benefit of
@ , employees, customers and suppliers, complying with all the legal and regulatory
a## Maher and Thomas Anderson, 2000). In India, SEBI issued necessary guidelines for
entation of Corporate Governance. The details are briefly explained below.

JEL Classification: G34, G32 and H23

ain Provisions of Clause 49 of SEBI Guidelines on Corporate Governance

Guidelines Objective Impact
Board of Independence Professionalisation of directorial oversight, transparency
Directors Overseeing of board remuneration and processes.
Aud_lt Risk Assurance Improvement of anllt_y of Financial Oversight and

Committees thereby in Firm Performance.

Sub3|d|a_ry Capital Protection Greater oversight of unlls_ted companies by Shareholders
Companies of holding company.

Disclosures Financial Better control mechanism being implemented for better
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Transparency

risk management processes.

CEOQ/CFO
Certification

Accountability

Wider Ownership of Financial affairs of the company,
leading to better oversight mechanism.

Corporate Governance.

1.2 Effectiveness of the Board

The effectiveness of the board, which includes the following, is important for proper implementatiom\!Q

*
e Board Independence — The degree, to which board members are dependent on the current %}r
organization, is considered key to the effectiveness of board monitoring.

e Board consisting primarily of insiders is considered to be less effective in monitorj
their dependence on the organization (Sanjeev Gupta, 2013).

The research studies already conducted on the firm’s performance under di

below.

Ahmadu Sandu, et al,

2. Review of Literature

(2005) found that the boards, with a hi
performed better than other firms. Besides, there was evidence
higher levels of performance than those run by indigenou
corporate governance issues in emerging economies by studyi
firm value. The study recorded the significant role playe
power, in situations when equity holding is less than the
and Roszaini Haniffa and Mohammed Hudaib (2Q06) €
multiple directorships and market performance. lig
were significantly associated with accounting p
found that board independence, profltablllty

decisions in the UK. The alternative
economy in the UK was expanding d

tested the structure of the board, ar&

which needs to be transformed t

decisions. Karpagam .V ¢t

ffe;e iods are summarized

oportion of outside directors,
I n by expatriate CEOs achieved
x ta Selarka (2005) examined the
le of block holders in influencing the

e shareholders, with substantial voting
in the hands of promoters.
ined the significant relationship between
d that duality role and managerial shareholdings

nce. Badar Khalid Al Shabibi and Ramesh .G (2011)
e and firm risk have an impact on the dividend policy

Neeraj Dwivedi

ucing agency cost problem were being explored as the
ay. Wan Fauziah Wan Yusoff and Idris Adamu Alhaji (2012)
Iy in relation to the structure of the decision making process,

le companies to focus on sustaining high performance. The results

013) studied that the ownership registered insignificant impact on

found that the investors con@ ly governance practices that were important for their investment

performance measures,

conditions rather thagO
stake holders are to fe
of firms. Invest A

plied that indicators were mainly affected by economic and market
Bhip concentration. The study suggested that investors, policy makers and
cated about the relationship between ownership structure and the performance
e appropriate decision on the portfolio, after taking into account these pieces of
.V and Selvam .M (2013) studied the independent director’s added vales to the firm

0
information r’n
only under, ¢ from the stakeholders. Karpagam .V (2013) examined the performance and ownership

ard of directors. The study indicated that independent directors were effective in
nagers and their independence should be strengthened. It is pertinent to mention that there
flicting evidence to show that directors destroyed the value of the firm. Velnampy .T and
ePkanth .P (2013) investigated the board structure and corporate reporting as the determinants of

mate governance that have a significant impact on ROA, ROE and NP as the measurements of firm
erformance. The study found that there was positive relationship between the variables of corporate
overnance and firm’s performance.

The above literature provides an overview of different models used to study the Ownership Structure and
Corporate Performance from various parts of the world. There were a few comprehensive studies carried
out on Indian Firm’s Performance and Corporate Governance Practice.
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3. Statement of the Problem

Corporate Governance is the code of conduct by which the organization manages its corporate and business
structure, its culture, policies and the manner in which it deals with various stakeholders. The key role for

the growth of the organization is played by the board of directors. The success of any business firm mainly
depends upon the good and effective corporate governance. In the corporate form of organization, there is
always dominance by majority shareholders on the minority shareholders. But the shareholders, who #ge Q
supposed to control, are unable to control the firms effectively and influence the decisions. Majorlty 0
shareholders, by exercising their voting rights, elect the directors and control majority of direc Qe
determine the outcome of the firms. The good proportion of outside directors on the board is es r@r
good corporate governance. Outside Directors (non-executive directors), particularly @7 ent
directors, are mandated by law in order to protect the interests of minority shareholders and se the
firm profitability and its value in the long run. Hence the corporate governfgse a effective

implementation are essential to protect the interests of all types of stake holders. Besi¥%gS,Nge #valuation on
implementation of Corporate Governance should be made on a periodical basis to st iMfluence on the
performance. Against this background, the present study entitled, “Influence rate Governance

Practices on Firm Performance: A Study on Structural Equation Model Analymz ndertaken.

4. Need for the Study

the success or failure of corporate governance is dependent xtent to which they are managed
efficiently. The study is useful for the corporates to perform ac auditing and corporate reporting in
tune with the global standards. It is beneficial for the, ies to enhance the corporate strategy,
financial integrity of their organisations and to protec nterests of all the stakeholders including
creditors, investors, policy makers, apex regulati and the economy as a whole. Since the
governance practices contribute to the enhance the value of listed companies in NSE, the study
aimed to explore the efficacy of corporate gove mechanism which affects the performance of firm
resulting in transparent accountability to Iders and other stakeholders through appropriate
corporate reporting which develops thgv ted companies in India. It also helps the firms to attract

R

pons

The firm performance is affected by corporate governance practx ple companies in India because

¥

low cost investment by attracting i and improving creditors’ confidence, both nationally and
internationally. It increases firms' #gs ness to the needs of the society and results in improving long-
term performance.

@ 5. Objectives of the Study

The present study exggli influence of Corporate Governance Practices on Firm’s Performance of the
CNX Midcap compa%ed firms in NSE.

O 6. Hypotheses of the Study

stiNy tested the following null hypotheses.

There is no significant relationship between Corporate Governance Practices and Firm’s
rmance.
H2: There is no impact of Corporate Governance Practices on Firm’'s Performance.

Formulation of Model

Figure-1 shows the model on the relationship between Corporate Governance Variables and Firm
Performance. This model was developed based on the above hypotheses. The study focused on the
relationship between Corporate Governance Variables and Performance of CNX Midcap firms in India.
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Figure-1: Model of Corporate Governance Variables and the Firm’s Performance
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Study

7.1 Sample Selection

N

The Indian Stock Market is one of the most dynamic and efficient markets in A%wilarly, NSE is one of
d

the top stock exchanges in India. Hence the sample for this study includes

cap companies listed

on the National Stock Exchange. Out of 100 companies, only 50 companies we ected based on the value

of Market Capitalization (refer Annexure-1). Only those compa

capitalization, were selected for the study.

sample companies were collected from the CMIE Progess

ta

r%t earned high values of market
7.2 Source and Collecti@\a

The study mainly depended on secondary data. The requi@
0

ta regarding annual financial statements of
rate Database and www.nseindia.com. The

other relevant details for this study were collected Jg@mWNgrious books, journals and magazines.

7.3 of the Study

The study analyzed the financial sta%% of CNX Midcap companies from 1% January 2008 to 31

December 2013.
64 Tools Used in the Study

The present study used t ng tools.

a) Descriptive cs like Mean, Standard Deviation, Minimum, Maximum, Kurtosis and Skewness.
b) Fmanm‘ ke Return on Asset (ROA), Earnings Per Share and Tobins Q were also used.
ion

c) Cro

The foll \Quatlon was used to calculate the Cross Correlation

n(@xy) - E0(EXy)

r =
O VnEx? — (Tx)?)(nLy — (y)?)

Where,

N = Number of observations

Yx = Dependent variables, and
Yy = Independent variables
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a. Structural Equation Modeling

A measure of the amount of change in the variable expected, given a one unit change in the causal variable
and no change in any other variable. Although a regression coefficient, this coefficient may not be
estimable by multiple regression.

X3=aX1+bX2+U1 < Q
Xa=cX;+dX; +eX; + Uy \

Where, 6 ¢
Xz and X, are endogenous (i.e., caused),

X;and X, are exogenous (not caused), and

U, and U, are disturbances. K
*
P ol

Table-1: The Variables used in the Study

Name_z of the Abbreviation Measure of Vari

Variables

Return on Asset ROA Return on Asset (Net Incom otal Asset)
Return on Asset ROE Return on Equity (Ng Hareholders Equity)
Year-end market capital 78 d by the book value of total
Tobin’s Q Tobin’s Q assets and the sum of the vaue of equity and the book value of
debt divided ook value of total assets.
Firm Size FSIZE Number T establishment of the firm
Board BOIND directors/Number of directors
Independence
Insider -
. INOWN N romoters or promoter group ownership in firm.

Ownership

Outside OUTDC o' on-executive directors divided by the total number of

Director directors on the board.

8. Limitations of the Study
The present study suffers ro owing major limitations.
1. The non-availab complete ownership data of companies was a constraint in the assessment
of ownershi e.
2. Many facigrs' nce performance and not all of them could be controlled.
3. To test vernance practice and performance of companies, it may be necessary to collect data
for ° me horizon

nalysis of Corporate Governance Practices and the Performance of Firms

@e purpose of this study, the analysis was made as follows;

) Descriptive Statistics for Corporate Governance Practices and the performance of CNX Midcap Firms.
b) Cross Correlation for Corporate Governance Practices and the Performance of CNX Midcap Firms.
c) Structural Modeling Equation (SME) of CNX Midcap Firms.

a) Descriptive Statistics for Corporate Governance Practices and the Performance of CNX
Nifty Firms
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Table-2 reveals the results of Descriptive Statistics for the performance of sample companies listed in CNX
Midcap and Corporate Governance Practices during the study period from 1** January 2008 to 31** December

2013. It is to be noted that the performance of sample companies was measured with reference to Return on

Asset (ROA), Return on Equity (ROE) and Tobin’s Q as these are considered as the important parameters to
measure the firms’ performance. The mean value of Tobin's Q was 16.4094 while its standard deviation was

at 26.9683. The values of ROA (0.7383) and ROE (5.8679) were lower than that of other parameters during

the study period. It indicates the fact that the Tobin’s Q was a more important factor than the other MOQ
parameters (ROA and ROE) as far as the sample companies in India were concerned during the stu

period (2008 to 2013). Besides, the performance of sample companies was positively skewed in resgset of.
ROA (1.1841), ROE (5.2244) and Tobin’s Q (2.2467). The results of Kurtosis (ROA with 4.1112, RC%h
3.2670 and Tobin’s Q with 6.8341) were leptokurtic distribution over the level of three. It is unde om
the analysis of kurtosis that all the three variables taken for this study were not perfectihffs in a

normal bell curve. x
The Table also reveals the results of descriptive statistics in respect of four Corporate nce Variables,
U/

namely, Firm Size (FSIZE), Board Independence (BOIND), Insider Ownershi N) and Outside
Directors (OUTDC). The analysis of the Table shows the fact that the portlons of Insider
Ownership (57.6143) was higher than the values of other three variables - -0993), BOIND (0.6318)
and OUTDC (0.6085). The value of standard deviation for Insider Ownership 16.3892, followed by Firm
Size (2.6997), Board Independence (0.2114) and Outside Director@)&The highest mean value for

INOWN (57.6143) clearly reflects the fact that Board of Dire $ st sample companies in India
comprised of majority of promoters and directors as membe ber of insider ownership ranged
from a minimum value of 16.9840 to a maximum value of > According to the Table, the board
variables were negatively skewed in respect of FSIZE (-G IND (-1.4898), INOWN (-0.395!) and
OUTDC (-1.2436). Besides, the results of kurtosis for tw rfbles, namely, FSIZE (2.3669) and INOWN
(2.6087) were platykurtic while two variables, nggely, IND (4.7975) and OUTDC (6.0165) were
leptokurtic during the study period.

b) Cross Correlation for Corporate Gov Practices and the Performance of CNX Midcap
Firms

Table-3 gives the results of Cross orrel for Corporate Governance Practices and the Performance of
CNX Nifty companies in India for iod from 1* January 2008 to 31 December 2013. An attempt has been
made here to study whether -~ elationship between the Dependent Variables (namely ROA, ROE
and Tobin’s Q) and Inde narlables (like FSIZE, BOIND, INOWN and OUTDC). The Table clearly
reveals the fact that ou variables (28 sets of variables), only three sets were significant and
recorded positive rela etvveen INOWN - Tobin’s Q (0.323) and its two tailed p-value was 0.029 at
5% level. Besides, th S strong significant relationship between sets of variables like Tobin’'s Q — ROA
(0.447) and BO IZE (0.424) at 1% significant level while their p-values were 0.002 and 0.003
respectively @ study period.

From t IS of the Table, it is inferred that there was no significant relationship between the
rnance practices and firms’ performance as far as the sample companies were concerned in
e the null hypothesis (NH1), namely, There is no significant relationship between Corporate
'% ce Practices and Firms’ Performance, is rejected. It is to be noted that the other sets of

degendent variables (25 sets), as given in the Table, were insignificantly correlated at 1% and 5%

jgnificant levels. Hence the Null Hypothesis (NHL1) in respect of 25 sets of variables (ROE - ROA, Tobin’s Q

ROE, FSIZE - ROA, FSIZE - ROE, FSIZE - Tobin’s Q, BOIND - ROA, BOIND - ROE, BOIND - Tobin's Q,
INOWN - ROA, INOWN - ROE, INOWN - FSIZE, INOWN - BOIND, OUTDC - ROA, OUTDC - ROE,
OUTDC - Tobin’s Q, OUTDC - FSIZE, OUTDC - BOIND and OUTDC - INOWN) was accepted during the
study period. It is suggested that shareholders may carefully take their investment decisions after taking
into consideration the above information.
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¢) Analysis of Structural Modeling Equation (SME) of CNX Midcap Firms

Table-4 shows the overall Structural Equation Modeling (SEM) for sample companies during the study
period from 1™ January 2008 to 31" December 2012. It is to be noted that the analysis of unstandardized
regression coefficient clearly reveals the amount of change in the dependent or mediating variable for each

one unit change in the independent variable.
*

According to the results of Structural Equation Modeling (SEM) for sample companies as given in Table-NQ
the Critical Ratio was the highest for the factor of Outside Directors on Tobin’s Q. The probability vgse of.
critical ratio (2.416) was absolute, which is less than 0.05. In other words, the regression weight for 'S
Q in the prediction of Outside Directors (OUTDC) is significantly different from zero at 5% % -
tailed test). It is to be noted that in the case of the next highest set (INOWN on Tobin’s Q, N ROE
and BOIND on Tobin’s Q) its critical ratio was 1.095, 0.262 and 0.050 (absolute value)yhici\g less than

0.053, 0.001 and 0.007 at 1% and 5% significant level. E .

It is observed that sample variables like OUTDC on ROA and FSIZE on Tobin’s
values (-0.106 and -0.778) and the absolute value is less than 0.001 while the othe
ROA, BOIND on ROA, INOWN on ROA, FSIZE on ROE, INOWN on ROE, on ROE) were greater
at 5% significant level. . The regression weights for ROA and ROE were insign nt at 1% level. It indicates
the fact that the OUTDC on Tobin's Q was a more important va@hm the other sample variables

(FSIZE, BOIND and INOWN) considered for this study. ’\’\

The results of Structural Equation Modeling (SEM) model whi ™0 study are shown in Table-5. It is to
be noted that the values of all the variables were less th gested value of 0.05. According to the
Table, the value of chi square test was 23.410, with 9 degr reedom and a probability of less than 0.005
(p < 0.001). This reveals the fact that the data fit t esized model. The result of Goodness of Fit
Index (GFI) reveals the value of 1.000 at 90% confi tervals (greater than 0.90) while the value (0.001)
of Root Mean Square Residual (RMR) was les % (less than 0.10) significant level. It is clearly
understood that the values of CFl and RMS good. Thus there was goodness of fit. Hence the null
hypothesis (NH2), namely, - Thereisng i mCorporate Governance Practices on Firms’ Performance,
is rejected for the period from 2008 to K

negative critical
f variables (FSIZE on

Figure-2 clearly displays the res
relationship between Corpor
companies in India fro
namely Board variables o

Qf Structural Equation Modeling (SEM) in respect of model on the
Mnance Variables and the Performance of sample CNX Midcap
2013. It is understood from the Figure that only two sets of variables,
d Tobin’s Q were significant at 1% level. The analysis of ROA shows that
only one sample varigl ely, OUTDC (0.001) was significant at 1% level. The other three variables,
namely, Firm Size ({1 oard Independence (0.118) and Insider Ownership (0.443) were insignificant
(values were g n 0.001). Investors may carefully note this information and take investment
O

decisions ac\

In t of the analysis of this study and discussion with experts and corporate officials, the following
@s ns are offered for the effective implication of corporate governance in India.

10.  Suggestions of the Study

1. It is suggested that the role and responsibilities of directors on various committees (such as
Ownership Structure, Directors Remuneration, Shareholder Information and Grievances
Committee of Companies) have to be clearly defined so that the performance of firms in India
would be enhanced in the long run.

2. The market value of Indian firms may grow with a greater proportion of independent directors in
the board. However, the promoters who are the owners and controllers of Indian companies,
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negatively impact the performance of independent directors. Hence the policy makers have to try
to find a suitable board model for Indian companies and define the role of independent directors.

3. Policy makers and other stake holders may take appropriate steps to improve the effective
implementation of corporate governance in India. The retail investors may note this information
while investing their hard earned money in the stocks of the sample firms.

4. The investment opportunities of firms in these markets that raised the incentives of controlling
shareholders to expropriate minority shareholders. The large separation between ownership mdQ
control rights that arises from the use of pyramidal ownership structure in these markets suggest

that insiders have both the incentives and the ability to engage in expropriation. 6 .
11. Discussion and Conclusion
The present study investigated the influence of corporate governance practices on p&rmance of
sample companies in India. The results of this study confirmed that good corpo vebnance is an
important factor in determining and enhancing the firm performance. Many busine s are linked to
the board’s inability to enhance the overall performance of firms in an effective a ent manner. The
correct structure of the board for best decision making needs to be in plac is would enable the
companies to focus on sustaining high performance in the face of a rapidly g business atmosphere.
Therefore, good governance structures must be designed and implemente improve the quality of

monitoring the board decisions and for enhancing the performg n®ian firms. Good Governance
Practices would result in an increase in the shareholders returns.

According to the results of earlier research studies undertaker@ wal .A & Knoeber, C. R (1996), Badar
Khalid Al, Shabibi, & Ramesh, G. (2011), Wan Fauziah off, & Idris Adamu Alhaji (2012) and
Karpagam.V. & Selvam.M (2013), there was no signific%lationship between Corporate Governance
Practices and Firm’s Performance. In the same way, e preSent study also confirmed the findings of these
studies. However, there are few other studies un earlier by Ahmadu Sandu, Aminu S Mikailu, &
Tukur Garba (2005), Maria Maher, & Thomas son (2000) and Velnampy .T & Pratheepkanth .P
(2013), which found that there was significmf i

onship between Corporate Governance Practices and
irm the findings of these studies.

Firm’s Performance. The present study, i&
12.SCqpe for Further Research

The following are pointers tow; er research.

1. The study with sigig ctives could be made with reference to other indices.
2. Similar research @ ould be made for longer period.
3. A study co ade with other variables like Audit Committee, CEO Duality, Remuneration,

Corpora ng, Leadership Structure etc.,

4. Cor ra@ernance variables could be calculated by using Score Card Method.

5 A rx udy may be conducted in India to investigate the impact of Corporate Governance
Paycti actors on Ownership Structure.
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Table-2: Analysis of

tive Statistics for Corporate Governance Practices and the Performance of CNX
dcap Firms from 1% January 2008 to 31 December 2013

ROA ROE | TOBIN'SQ | FSIZE | BOIND | INOWN | OUTDC
0.7383 | 5.8679 16.4094 7.6993 | 0.6318 | 57.6143 | 0.6085
0.6475 | 12.5480 26.9683 2.6997 | 0.2114 | 16.3892 0.1581
2.8342 | 82.8368 | 102.1296 13.1667 | 0.8950 | 85.4000 | 0.8604
Minimum | 0.0350 | 4.188! 0.1175 1.6667 | 0.0000 | 16.9840 | 0.0000
Skewness | 11841 | 5.2244 2.2467 -0.1645 | -1.4898 | -0.3951 | -1.2436
Kurtosis | 4.1112 | 3.2670 6.8341 2.3669 | 4.7975 | 2.6087 6.0165

Source: Collected from Prowess Database and Computed using E-Views (6.0)

Note: ROA- Return on Asset, ROE-Return on Equity, FSIZE-Firm Size, BOIND-Board Independence,

INOWN-Insider Ownership, OUTDC-Outside Directors.
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Table-3: Analysis of Cross Correlation for Corporate Governance Practices and the Performance of CNX
Midcap Firms from 1* January 2008 to 31" December 2013

ROA ROE | TOBIN'SQ | FSIZE | BOIND | INOWN | OUTDC
ROA Pearson Correlation | 1.000
Sig. (2-tailed) :
ROE Pearson Correlation | -0.038 | 1.000 *
Sig. (2-tailed) 0.800 :
TOBIN'SQ | Pearson Correlation | 0.447** | 0.086 1.000
Sig. (2-tailed) 0.002 0.570 .
FSIZE Pearson Correlation | 0.150 | 0.228 0.004 1.000 ) )
Sig. (2-tailed) 0.321 0.127 0.981
BOIND | Pearson Correlation | 0.228 | 0.030 0.112 0.424** | 1.000 R
Sig. (2-tailed) 0.127 0.843 0.459 0.003 . e
INOWN | Pearson Correlation 0.141 -0.078 0.323* 0.160 0.256 00
Sig. (2-tailed) 0.351 0.605 0.029 0.287 0. .
OUTDC | Pearson Correlation | -0.036 | -0.102 0.100 0.009 0.158 1.000
Sig. (2-tailed) 0.812 0.498 0.509 0.955 %8 0.294
*

**Correlation is significant at the 0.01 level (2-tailed),

*Correlation 9s,S

gant at the 0.05 level (2-tailed)

Sources: Collected from Prowess Corporate Database and Com&\ﬂg SPSS (16.0)
r

Table-4: Results of Structural Equation Modeling (Sm
1* January 2003 to 31"

nalysis of Sample Companies from
ber 2012

Factor SE CR P

FSIZE <--------- 0.594 | 1.465 0.143
BOIND<------- 0.047 | 1.561 0.118
INOWNK<------ 0.036 | -0.767 | 0.443

3.549 | -0.106 | 0.001*

0.031 | 1.726 0.084

------ 0.002 | 0.262 | 0.001*

0.002 | -0.822 0.411

--------- 0.183 | -0.771 | 0.441

--------- Tobin's Q -0.01 0.014 | -0.778 | 0.005*
' --------- Tobin's Q 0.000 0.001 | 0.050 | 0.007**
\ INOWN<--------- Tobin's Q 0.001 0.001 | 1.095 | 0.053**
Q OUTDC<--------- Tobin's Q 0.206 0.085 | 2.416 | 0.016**

ollected from Prowess Corporate Database and computed using AMOS-20 Software

2 *significant at 1% level, **significant at 5% level

Table-5: Results of Structural Equation Modeling (SEM) Model Fit for the Corporate Governance Variables
and the Performance of CNX Nifty Firms from 1% January 2008 to 31* December 2013

Int Congress 2014
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CMIN (Chi-square test)
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P-value 0.005***
GFI 1.000
RMR 0.001

Source: Computed from Table-4 using Amos-20 Software

Note: *** significant at 1% level

Figure-2: Relationship between Corporate Governance Variables and Performance of Firms from 1™ ]

2008 to 3! December 2013
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Name of the Sample CNX Mi pg

e
nexure-1

a

panies in NSE as on 1* January 2008 to 31* December 2013

S.No anies S.No List of the Companies
1 td. 26 I R B Infrastructure Developers Ltd.
2 Power Ltd. 27 Indian Bank
3 a Birla Nuvo Ltd. 28 Indian Hotels Co. Ltd.
4 Allahabad Bank 29 Jain Irrigation Systems Ltd.
5 Andhra Bank 30 Lanco Infratech Ltd.
6 pollo Hospitals Enterprise Ltd. 3l Marico Ltd.
Bharat Electronics Ltd. 32 Motherson Sumi Systems Ltd.
Bharat Forge Ltd. 33 Mphasis Ltd.
Biocon Ltd. 34 N H P C Ltd.
10 Britannia Industries Ltd. 35 Oil India Ltd.
1 Cadila Healthcare Ltd. 36 | Oracle Financial Services Software Ltd.
12 Corporation Bank 37 Piramal Enterprises Ltd.
13 Cummins India Ltd. 38 Power Finance Corpn. Ltd.
14 Dish T V India Ltd. 39 Reliance Capital Ltd.
15 Divi'S Laboratories Ltd. 40 Sun T V Network Ltd.
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16 Engineers India Ltd. 41 Suzlon Energy Ltd.

17 Essar Oil Ltd. 42 Syndicate Bank

18 Exide Industries Ltd. 43 Tata Chemicals Ltd.

19 G MR Infrastructure Ltd. 44 Tata Global Beverages Ltd.

20 Glenmark Pharmaceuticals Ltd. 45 Tech Mahindra Ltd.

21 Godrej Consumer Products Ltd. 46 Thermax Ltd. *» Q
22 Godrej Industries Ltd. 47 Torrent Power Ltd. \

23 Hindustan Petroleum Corpn. Ltd. 48 Union Bank Of India .

24 | Housing Development & Infrastructure Ltd. | 49 Unitech Ltd.

25 I DB I Bank Ltd. 50 United Phosphorus

Source: www.nseindia.com EK *
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Abstract: Non-performing assets are one of the major concerns for banks in India, N ct the
performance of banks. The NPAs growth involves the necessity of provision, which ucesNhe overall
profits and shareholders value. An attempt is made in the paper what is NPA? The S r®lysis of PSB,

management of credit risk and measures to control the memance of NPAs are also di

2

Key words: Gross NPA, Net NPA
1 Introduction of the Study @

L 4

¢

The three letters “NPA” Strike terror in banking sector and b r\ le today. NPA is short form of

“Non-Performing Asset”. The dreaded NPA rule says simply NS n interest or other due to a bank

remains unpaid for more than 90 days, the entire bank loan tically turns a non performing asset.
al

The recovery of loan has always been problem for banks ar@ institution.

Defigigions
A ‘Non-Performing Asset’ (NPA) was defined as
instalment of principal has remained ‘past du@a
Types of NPA &&
A] Gross NPA
B] Net NPA
e Gross NPA:

.V
GROSS NPA'S

Gross NPAs Rat*O‘GvROSS ADVANCES

it facility in respect of which the interest and/ or
pecified period of time.

( GrossNPAs — Provision

Ne@‘GrossAdvances — Provision
PN

We have taken home loan and compared its performance and the total outstanding in the shames for the
past 5 years and recorded the growth NPA.

Need of the Study
e The many factors affect for the Non-Performing Assets. Non-Performing Asset is main important

problem for the Bank so the bank interest to know the analyses the NPA. It is helpful to improve
the bank.
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1.5 Statement of the Problem

e The State bank will always face the problem of NPA because of poor recovery of advances granted
by the bank and several other reasons like adopting a poor recovery strategies so when the loan is
not recovered from the bank effectively and efficiently that balance amount will become the NPA

to the bank it may create some huge problem to the bank’s net profit. Q
*
1.6 Objectives of the Study \

Primary Objective
To Analyze the Non-Performing Assets in State Bank of India Paramakudi Branch @
Secondary Objectives t *
» To evaluate Non Performing Assets level in different loan schemes.
» To Know the Impact of Non-Performing Assets.
» To Know the Reasons for NPA and to learn Preventive Measures. @

Limitations of the Stu *

e Since my study is based on the secondary data, the pr \xerations as related to the NPAs are
adopted by the banks are not learned.

e The project only projection for average informatio accurate information.

e Time constraints are one of the limitations of this

S g

The Sample of five years (2009-2013) Profit Qi A/C, Balance Sheet was used to study the analysis of

Non-Performing Assets in State Bank Krﬂj akudi Branch.
Dawa Collection Method

6 Nature of Data

The data collected is se@y in nature. This is due to the nature of analysis, which only identify for

secondary data. @

The data f this study has collected from secondary source.

Sources of Data

> fit & Loss A/C
alance Sheet
Annual Report

Tools to be used
Non-Performing Assets Ratio analysis

Trend Analysis
Percentage analysis

YV V VY
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Data Analysis and Interpretation Gross NPA

GROSS NPA'S
Gross NPAs Ratio= GROSSADVANCEs

Table showing the gross NPAs Ratio ’\Q

Year Gross NPA in Crore | Gross Advances | Ratio 6 ¢
2008 - 2009 40599430 31422506 1.29 @
2009 - 2010 34210399 27189942 1.25 &
2010 — 2011 59786433 45602864 1.31 & ¢
2011 - 2012 49000899 38055752 L
2012 - 2013 34124609 40621750

2013(8.40), gross NPA very low in the year 2011-2012(1.28).

Table showing the grc@A ratio

GROSS NPA

Source: Bank annual reports 2009-2013 ’Q .
This table shows that gross non-performing assets ratios. E\X PA was high in the year 2012-

70000000

60000000

50000000

40000000

NPA

30000000 —&—Gross NPA

20000000 ~—Gross Advances
Ratio
10000000

0

2008- 2009- 2010- 2011- 2012-
2009 2010 2011 2012 2013

YEAR

Net NPASQ\
GrossNPAs - Provision
: et NPAs=GrossAdvances - Provision

Showing the net NPAs Ratio

Year Gross NPA | Gross Advances | provision | Ratio
2008 —2009 | 40599430 31422506 373457 | 129
2009 - 2010 | 34210399 27189942 4394.83 | 1.25
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2010 - 2011 | 59786433 45602864 10381.34 1.31
2011 -2012 | 49000899 38055752 13068.95 | 1.28
2012 - 2013 | 34124609 4062175 11130.83 | 8.40

Source: Bank annual reports 2009-2013

This table shows that net NPAs ratio. The high net NPAs

1.25(2009-2010).

Table showing the net NPA ratio

46

. Q
ratio is 8.40(2012-2013), the low net NPAs ratio&
2

70000000

60000000

50000000

40000000

NPA

30000000

20000000

10000000

o

NET NPA RATIO

o 1 2 3 a 5 6

YEAR

Gross NPA

Gross Advances

Ratio

9
@

4

</

Net Worth to Tl Assets Ratio
Net worth to total assets ratio = S de?’s Funds
&éal Assets

Table no 44 3.1&&@ the Net Worth to Total Assets Ratio

$&
N =

Source: Bank annual reports

YEA! AREHOLDERS FUND | TOTAL ASSETS | IN TIMES
% 6022628 99010593 0.06
®2010 8004130 150864566 0.05
8292412 156220062 0.05
8660589 176225197 0.05
2013 10567881 209271406 0.05
2009-2013

The above table shows that the shareholders fund involved on bank’s shares. The investment of the
shareholders are gradually increasing during the year 2009 to 2012.The fund has been highest during the

year 2013.
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The Net Worth to Total Assets Ratio

Net worth to total assets ratio

25000000
20000000

. Q
15000000 \
)

4

RATIO

10000000

50000000

YEAR N
N

4.3 Home Loan @

Total amount outstanding for the past five years and their respective trE:E val®s for the home loans given

by the branch. * *
Table showing the level of NPA \xman

YEAR NPA PERCENTAGE IN TREND  VALUES
2009 | 1856643 1540309.4
2010 | 1981430 . 2101724.1

2011 | 2456120 .95 266313.8

2012 | 2734139 11.31 3224553.5

2013 42873@ 56.80 3785968.2

Source: Bank Annual Repas@zom

This table shows that loan for the past five years. In the year 2013, maximum percentage (56.80%)
of home loan follow 11'is 23.95%, 2012 is 11.31% and minimum percentage of 2010 is 6.72%.
\C HOME LOAN
5000000
4500000
4000000 +
3500000
O o 3000000 / —— NPA
a 2500000
= 2000000 -———'/—‘ —— PERCENTAGE
1500000 INCREASE
1000000
500000 TREND  VALUES
0
2008 2009 2010 2011 2012 2013 2014
YEAR
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Percentage of NPA in Home Loan
Percentage of amount outstanding in home loan

Showing the percentage of NPA in home loan

Year | NPA | Percentage * \Q
2009 | 1856643 0 6 .

2010 | 1981430 6.72 @

2011 | 2456120 23.95 K
2012 | 2734139 11.31 6& *

2013 | 4287362 56.80 %
Source: Bank Annual Reports 2009-2013 @

This table shows that the Home loan for the past five years. In the xwmaximum percentage (56.80%)

of home loan followed by 2011 is 23.95%, 2012 is 11.31% and minim% age of 2010 is 6.72%.
Showing the percentage of NP e loan

~>
Percentage Of Home Loan

5000000
4500000
4000000
3500000
3000000
2500000

2000000 —— NPA
1500000 —— PERCENTAGE
1000000
500000
0

2008 2009 2010 2011 2012 2013 2014

NPA

YEAR

‘
\00 Findings, Suggestions and Conclusion

Findings

. 0 NPA is high in the year of 2013(8.40) and low in the year of 2010(1.25) .
NPA is high in the year of 2012(9.40) and low in the year of 2010(1.28).
he NPA for the home loans during the year 2013 is high (56.80) when compare to the other year
of home loans.
5.3 Suggestions
e Special accounts should be made of the clients where monthly loan concentration reports should

be made.
e The bank must analyze the current financial position of the major assets and liabilities.
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e Proper monitoring of the restructured accounts because there is every possibility of the loans
slipping into NPAs category again.

e Proper training is important to the staff of the bank at the appropriate level with ongoing process.
That how they should deal the problem of NPAs, and what continues steps they should take to
reduce the NPAs.

e Bank should also form a special team to inspect the site of customer to ensure the source of
deployment of funds while giving a home loan. * Q
e Bank should ensure that the loan given more than 5 lakhs has been insured.

e While giving loan bank must insist the borrower to keep his salary account in the branc Ife

which can help the bank to recover the loan through standing instructions.
e Complete audit must be carried out to ensure that the documents submitted by the @r are
original and it should ensure whether the borrower and the owner of the property ar

Conclusion ¢

minimized. It is
vgnces to avoid NPAs.
caution should also be
campaign conducted by

It is not possible to eliminate totally the NPAs in the banking business but ca
always wise to follow the proper policy appraisal, supervision and follow-up,
The banks should not only take steps for reducing present NPAs, but neces
taken to avoid future NPAs. But in the case of SBI is one of the good sign tha
the regional office help in bringing down the NPA level. *
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UAtilize: Interactive Visualization & Analysis of
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Abstract- With the increasing popularity of Google Maps, the integration of web services with
has recently attracted considerable attention. Using Google Maps JavaScript API v3, devel rs build
highly customizable maps with their own content and imagery. In this paper, UALili%gs-- arNInteractive

®ogle Fusion
ampus building

Visualization & Analysis of Campus Building Utilization application using Google MaJ3
Tables is presented. UAtilize provides multiple functions and dynamic visualizatio
utilization data and Zipcard transaction data, leveraging the comprehensivenessgatel™ €y, and usability of
Google Maps. UAtilize is capable to integrate and transform geographical dat? g 2 hap. The primary goal

a

of UAtilize is to assist several departments at The University of Akron, incl egistrar Office, Parking
and Transportation Services, Police Department, and Auxiliary Business Op ons. With UAtilize, users
can directly and interactively analyze the data using Google Ch ®gle Visualization, instead of

guerying relational databases. \\

Keywords: Data Integration, Visualization & Analysis, Google oogle Fusion Tables

I Introduc@

The invention of the Internet and the emergenc th&%World Wide Web revolutionized our daily lives.
Thanks to advanced technologies such as com s, vatellites, wireless sensors, tablets, smart phones, we
have been collecting tremendous amounts @: n a daily basis, because we believe that information
leads to success. More data has been e e last three years than in all the past 40,000 years, the
total amount data will quadruple in th&v wo years, said Stephen A. Brobst, chief technology officer of
Teradata Corporation [1], at The Wata ehouse Institute (TDWI) [2] World Conference in 2012. The
explosion of data requires the abj store, secure, and manage the physical data, DAMA International
[3] president John Schley said so demands that the stored data be useful and meaningful. Efficient
database management sy been very important assets for storing and managing a large corpus of
data and especially for ef] trieval of particular information from a large collection whenever needed.
Nowadays, we have f ata than we can handle: from scientific data and business transactions, to
satellite pictures, e ic patient records and clinical reports. Information retrieval is simply not
sufficient an v% cision-making. Such a situation has given rise to the emergence of new needs
including au Bummarization of data, extraction of the "essence" of information stored, discovery of
i a, and interactive visualization of data.

patterns |Q
Rece lold-based services have been playing an important role in large-scale Web-based applications.
& usion Tables [4] is a cloud-based service for data management and integration. Launched in 2009,
ables has received considerable use. Fusion Tables enables users to upload tabular data files
b dsheets, CSV, KML), currently of up to 250 MB space per table. It supports the integration of data
om multiple sources by performing joins across tables that may belong to different users. Also, Fusion
ables has the ability to filter and aggregate the data and provides multiple ways of visualizing the data
(e.g., charts, maps, and timelines). Google Maps [5] is one of the increasingly popular web mapping services
which have been used in a wide range of areas including real estate, tourism, and weather forecast. Using
Google Maps JavaScript API v3 [6], developers can build highly customizable maps with their own content
and imagery. Google Maps provides geospatial visualization of information so that users can analyze and
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understand the relationship between data and geographic location. It provides a novel option to visualize
and analyze data.

In this paper, we present an interactive visualization & analysis of UA campus building Utilization
application, named UAtilize, using Google Fusion Tables and Google Maps. The primary goal of UAtilize is

to assist several departments at The University of Akron (UA) [7], including Registrar Office, Parking and
Transportation Services, Police Department, and Auxiliary Business Operations. UAtilize provides multipleQ
functions and dynamic visualizations of campus building utilization data and Zip Card transaction data¥
leveraging the comprehensiveness, accuracy, and usability of Google Maps. UAtilize is capable to in rate,
and transform geographical data into a map. With UAtilize, users can directly and interactively ana%e
data using Google Charts and Google Visualization, instead of querying relational databases. F le,
Parking and Transportation Services can easily estimate the campus traffic and schedule fa space
accordingly with the dynamic visualizations of campus building utilization provided AtiNgg. Another
example, in case of campus emergencies, policy department can use UAtilize to a eash building'’s
priority and take actions effectively.

The remainder of this paper is structured as follows: Section Il presents an ov UAtilize; Section 111
describes the system architecture of UAtilize; Section IV discusses each ¢ t in detail; Section V
provides technical implementations, and Section VI concludes with discussion d some future work.

I1. An Overview of UAaf\
UAtilize is primarily designed to visualize class enrollment daf L Mp Card transaction data. UAtilize is a
Web-based application which has two main components: ‘ tive visualization & analysis of campus
building utilization; 2) interactive visualization & analysis \" p Card utilization. Users can access UAtilize
on their computers, tablets, and smart phones. UAtilige supPorts both traditional web browsers and mobile
web browsers. For mobile web browsers, it automgigcalNgresizes its interface for the browser window using
responsive actions of web application.

For the campus building utilization ¢ Atilize visualizes the student intensity on each location
in UA. Registrar Office at UA prowde Iass enrollment data for the semester of Spring 2014 to assist
this project. A snapshot of this ¢ one Is shown in Figure 1. Users can easily obtain the information
about the number of students in uilding at a certain time period. UAtilize provides options for users
to choose the time perlod b hour of day, day of week, and time of day. UAtilize visualizes the
student intensity by crea: ker on each location. Users can click on each location to see the total
number. In addition, UAt prowdes building images for easy recognition.

West Hall

Figure 1. A snapshot of Campus Building Utilization
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UAutilize. lassromm  Zips Card

nfocmion Stadum

: Slores Degoription Total Amour
B | Stad Conce = |l §1.7K
Sodexn ¥

Jll fap dans ©2804 Goagle | Temaefiis:

Hours Slider:

Figure 2 A snapshot of Zip Card Utilization by Ioca%
The Zip Card is the official UA identification card. It provides easy access A resources and packs a
multitude of campus community applications in one convenien; #Zip Card has multiple uses:
Library services; Entrance to campus buildings; fitness facilities % mittance to University athletic
S

events; Dining plan spending; Dining and All Campus accour yNg; Zip Print at campus computer
labs. The Auxiliary Services at UA provided de-identified Zip @ ansaction data in the year of 2012 to
support this project. Each card holder ID has been encrypt@ whe data is provided for UAtilize.

For Zip Card utilization component, UAtilize first i
using Google Fusion Tables. Then, it provides int
all applicable locations, such as Library, stude
Google Chart APIs. A snapshot of this co ﬂ

gratesS transaction data and building location data
visualizations of the total transaction amount for
n, and recreation center, using Google Maps and
is shown in Figure 2. The outcome of the Zip Card

Analytics system can help end users k N J#e usage patterns of Zip Card at vendors/events accepting
zip cards. The vendors and the event nr'& s can plan their business or events accordingly.

\

UAtilize. Classroom  ZipsCard

Vendaors Salary

Please Seloct the Store for In-Depth Analpsis: | Zepzl v
Gerder of Store "Zees 17 Career of Stor= “Zees 1°

W Fanak W Gradusn
W reae Wi

' 8 Undergradust

Figure 3. A snapshot of Zip Card Transaction Data Analysis

Int Congress 2014 ISBN : 978-81-929742-3-1 www.intcongress.com



ASDF Thailand Proceedings of the International Congress 2014 [IC 2014], Bangkok, Thailand 53

I11. System Architecture of Uatilize

UAtilize is a web-based application, which supports both traditional web browsers and mobile web
browsers. For mobile web browsers, it automatically resizes its interface for the browser window using
responsive actions of web application. Users can access UAtilize on their computers, tablets, and smart
phones. The system architecture of UAtilize is shown in Figure 4. Several frameworks (including Google

Maps, Google Fusion Tables, Google APIs, and Bootstrap) and programming languages including HTM#®. Q
JavaScript, CSS, and JQuery are used to implement UAtilize. \

*
Figure 4 shows the system architecture of UAtilize. Class enrollment data and Zip Card transactio% t%e

originally stored in relational databases which are controlled by Registrar Office and Auxiliar at
UA. We received class enrollment data and Zip Card transaction data in CSV files format oaded
them to Google Fusion Tables. UAtilize is built upon four data tables which ard{listed€N Table 1.

Specifications for each data table are provided in Table 2.

}&‘
AL

o
yik
. :L",p"
\A

4 g“ﬁ.

Google Maps API
Response Data JSON Ceacode

— BETE E
‘ Intepration data format

—
- APL-Key Reqgoest At ripg
—
User Devices
Web Server ; ;
Google Fusion Table API

|

Database (DB)
do Figure 4.The System Architecture of UAtilize
Q\ Table 1 The four tables used in UAtilize
A\

Table Name Records ( # of rows) File Size

Class Enrollment 1.873 201 KB

Zip Card Transaction 2.405.647 124 MB
Student Information 130,768 174 MB
Building Location 397 302 KB
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Table 2 Specifications of four data tables listed in Table !

Table Name & Description

Attnibutes & Description

Class Enrollment — consists of all
classes in Spring 2014 semester

Building: codes, names, latitude. and longitude

Hours: provides start and end time for each class in HH: MM: 00 AM/PM
format

Days: including all academic days munming from Monday to Sunday

Student amount: shows the total amount of students of each class i numerical
format

Zip Card Transaction — consists of all
transactions m 2012

Date and time: time which transaction has occurred

Location and Name: Identify where transaction has occurred
ID Number: this colummn 15 encrypted when we receive the data
Amount: the transaction amount

Student Information — consists of
students who used Zip Card 1n 2012

Gender, career, major, and ID (note: the ID colummn 1s encrypted when we receive

the data)

Location and Building — collections of
campus buildings and markets
locations

Latitude, longitude, building code. market code, and building name

According to the system architecture shown in Figure 4, the followgn t&)s illustrate the data flows for

UAtilize:

Step 1. To use the Google Fusion Table service, users sen@\ requests followed by Google APIs

encrypted-key and SQL-like queries to the Google web ser
Step 2. Google Web Server identifies which services use Id like to use. And then send the further

additional request such as SQL-like queries to the G
Step 3. Google Fusion Table interprets the inforffeag

JSON format.

Step 4. All of the records in JSON data

and interactive visualization map whic

e Fusion table services.
e requested, and send all records to the user in

nslated into geographical data by Google Maps API.

sent back to the user devices (including laptops, tablets, and

i r
Moreover, Google Maps repeatedly prN data with Google APIs service, and create a stunning
il

smart phones).

templates for creatig

mechanis

m Utilization & Zip Card Utilization

he top of the Bootstrap [8] which contains HTML and CSS-based design
applications. All functions for serving as user interaction purposes are
implemented in Javd where visualizations are interactive and dynamic based upon user’s requests.
Moreover, ti ompatible with the latest version of multiple major browsers such as Internet
Explorer, C efox, and Safari. For the server-side, we used several Google services and Google

red by Google Inc. In the following sections, we describe the implementation details for

campus ing utilization and Zip Card utilization.

A. Campus Building Utilization

ize provides classroom utilization, which visualize the student intensity on each location in the
niversity. Users can get benefit by knowing the amount of student in each building. For instance about the
emergency scenario, we can manage to evacuate students in the nearest location to avoid the emergency
issues such as fire accidents, snow storm, and so on. UAtilize provides users to adapting the time with
hours of days by using the class enrollment information. UAtilize visualize the student intensity by create a
marker on each location. Users can click on each location to see the amount. Moreover, UAtilize also
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provides building image for easily recognition. Figure 5 shows an Example of student intensity in the
College of Arts and Sciences building.

-
Figure 5 An Example of student ':n the College of Arts and Sciences building

In addition, in order to obtain specifi , UAtilize provides several components (e.g. building name,
weekdays) for filtering the result. Wtilize ®ses a JQRangeSlider [9] component to provide a time slider bar,
which allows users to easily chdpseW\ certain time period. Moreover, in classroom utilization, we also

provide charts for furtherdxatm #by the components shown in Figure 6.

Select Building: | All Building ¥ | Select Days:

Start Times:

End Time:

9
O Figure 6. Components (including building and day time) for analyzing building utitlization
a. Analysis for Classroom Utilization

UAtilize also provides analysis results in tabular and pie chart format. Users can easily access the data,
which represented in numerical percentages for the further analysis. Figure 7 shows an example of the

analysis result in percentage following in the pie chart and tabular format.
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Figure 7. Showing student intensity in percentage following in the pie chart an@r format

B. Zip Card Utilization

<

The second component of UAtilize is the interactive visualization and analysi%ip Card utilization. This

component is built upon Google Maps and Google Chart APIs. F
Utilization. According to Figure 8, UAtilize provides a clear repr
The output is created on each marker in tabular format Users
on the specific building, and how much money they have been

Similar to class utilization page, Zip Card Utilization al@)vides the time

results. Moreover, this page has go further than the class
and analyzing with the information on the stud

student with genders, and career filters. Figu
distribution percentage. In summary, UAtili

analyze all of the data for further analyg {0
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There were many challenges in the early development of UAtilize. The first one%
UA campus map. Secondly, we faced one challenge when we integrate the r
Maps API and Google Fusion Tables. To overcome this, we chose to use J
called JQRangeSlider [9]. Last but not least, we learned new knowled
new discovery includes: can only send 25,000 query requests/day; ¢t
data in Fusion Tables supports a maximum of 1 million charac

Figure 9. Top 10 vendors and student distribution percentage

&

ualize the data on
between the Google
component on the web
oogle Fusion Tables. The
data for each table; a cell of
ion, regarding insertion records

C. Challenges

bo

to Fusion Tables, we observed:

e Maximum data size for a single HTTP request is 1 @
e Total number of table cells being added canngt exc#10,000 cells (not rows!)

e Asingle request may contain up to a maxi
e  Only the first 100,000 records are ma

500 INSERT statements
included in spatial query results
ceed the 500 feature-per-tile limit, and features will be

dropped from the map.

e When viewed on a map, map “E{

According to our case stug
we have selected Googl

V. Implementation

: @?. ith several Google services such as Google Maps, Google Fusion Tables,

@#1ables, Google Maps, and Google Visualization as the frameworks for
the data. Specifically, we use Google Fusion Tables to store four data tables
d use Google Maps to indexes streets, displays satellite and street-level images.

UAtilize to store and vjstg
which are listed in T#DIgN3
In addition, we ad ogle Visualization APIs to provide graphs and charts to end users for further data

analysis. \

Go

A. Data Collection

ion Tables allow developers to import local data from spread sheets in .CSV file format into

e vloud-base services. As a result, cloud-data can be easily integrated and linked to our website.

Fusion Tables provides API services, which allow developers to query, gather, and process the data

ored in Fusion Tables. In addition, Google Fusion Table APIs allow developers to send the HTTP requests

n the form of SQL-like queries to programmatically perform all tasks such as insert, update, and delete
from the table.

Step 1 — We import class enrollments, transactions, students, and location data in .CSV format from
spreadsheets into Google Fusion Tables. In order to query the cloud-data, Google APIs support sending
HTTP requests to Google web server:
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e Using SQL-like query followed by Google account encrypted-key in form of URL link:
https://www.googleapis.com/fusiontables/vl/query?sgl = {SQL query} where {SQL query} is a valid
SQL-like query provided by Google Fusion Table APIs 1.0.

Step 2 — Calling APIs from a browser by using JavaScript and query parameter. This technique allows us to
write a rich application that displays Google Fusion Tables data without writing any server-side code.

Step 3 — Fusion Tables APIs allow us to specify data type formats. Thus, we can define the format €qr
returning response data in .CSV or JSON file format. In this case, we have selected the default data formN

in JSON typed data. % *
JSON (JavaScript Object Notation) is a common, language-independent data format, which@ S a

simple test representation of arbitrary data structures. Figure 10 shows an example of resgn ta we
received by sending the HTTP request to query 10 records from Zip Card Transactions T :

N\ .

{ "Eind": "fusic
"golumns" :
"rows":

FigurelO. JSON Response data, “131-01” represen me of vendors in the Zip Card Transaction table
and “645.25” are theQ amount they made at a time.

(&

In order to visualize the data, Go Maps JavaScript API v3 [6] allows developers to create, style, color,
and display a rich application a nning visualization, which including Geocoding, Directions, and

Street view.

sualization

Step 1 — In order to use (g Maps services, we load the Google Maps API by adding URL link to Google

type="text/javascript"></script>

-
EY parameter contains a Google APIs key getting from our Google service account

— Loading APIs on our application, we use a window.onload response command which was written in
map options into another <script> tag. Also create an “Initiate” function in JavaScript which creates the
ap and specific center: to allocate where latitude and longitude position we want to focus on. And putting
a DOM elements, which displaying the map on our web page followed by <div> tag. For instance:

[

'map-canvas" style="width: 100%; height: 100%"></div>
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Step 3 — we can call Map Obijects by using provided services from Google APIs, which presented in a Map
class to create a large-single map on our system by following this script format:

var map = new google.maps.Map (document.getElementById("map-canvas"™),mapOptions);

Styling Map Approach — Styled maps allow us to customize the presentation of the standard Google b¥
maps, changing the visual display of such elements as roads, parks, and built-up areas. In this case, instea
of implement our styled map by our own hands. We use the Styled Map Wizard [10] to set the styl *
Styled Map Wizard give us to export the JSON file format and simply put on our source code. é@p

V1. Conclusion

In this paper, we presented UAtilize which is an Interactive Visualization & Analysigly mf)us Building
Utilization application using Google Maps and Google Fusion Tables. UAtilize is a @ psed application,
which supports both traditional web browsers and mobile web browsers. FogfrugO™M® web browsers, it
automatically resizes its interface for the browser window using responsivgmgCligg® of web application.
UAtilize is built upon several frameworks (including Google Maps, Google F%Tables, Google APIs, and
Bootstrap) and programming languages including HTMLS5, JavaScript,

multiple functions and dynamic visualizations of campus building4¢!
data, leveraging the comprehensiveness, accuracy, and usabili N
integrate and transform geographical data into a map. The N yoal of UAtilize is to assist several
departments at UA, including Registrar Office, Parking and portation Services, Police Department,
and Auxiliary Business Operations. With UAtilize, user Ectly and interactively analyze the data
using Google Charts and Google Visualization. S@

SS, aM JQuery. UAtilize provides
ata and Zip Card transaction

erence
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Abstract: Many luxury brands are now targeting children. The children’s luxury clotQi et&is growing
Strongly and children’s fashion apparel trade shows have been held in a number of n cities. What
can account for consumers’ keen interest in children’s luxury clothing brand g a qualitative
netnographic approach, this study identifies the motivations for, as well as t les to purchasing

luxury children’s clothing. The findings underscore the importance of specy# ations, which might
help mothers to build their identity.

Key words: children, luxury, brands, identity, motivations. QQ i

Introduction
Luxury brands are increasingly targeting children, especi children’s clothing. Although Christian
Dior introduced a children’s offering in 1967, other bra ve only done so more recently, including

Armani, Dior, Burberry, Escada, Kenzo, Marc Jacobs gmgn Paul Gaultier, and Sonia Rykiel. At the same time,
concept stores have opened, such as Notsobig, B n, ’nd Kidsgallery, and in January 2014 Pitti Bimbo, a
specialist trade fair in infant and children’s fashioMwa® held in Florence.

This sector primarily targets infants (| g nd children (from age 2 to 12). It is also noteworthy that
the economic recession seems not to e &fected this sector, with dynamic demand from consumers in
France, in Europe and in Asia. it be asked what accounts for this vogue for children’s luxury
brands. The aim of the present st to understand parents’ motivations, and more specifically mothers',
and thus to enable brands to f N themselves with these new purchasers.

The paper presents the fm‘ f this investigation in three sections. In the first section, we look at work
in the social science anagement studies to understand the consumption of luxury products by
parents and mother eir children. This literature review indicates the need for an exploratory stage,

which we then , both through qualitative interviews and by means of a netnographic study, and
present in th& section of the paper. In the third section, we discuss the results of our research.

ele are many studies on consumers of luxury goods, there are very few focusing on children —
e the economic importance of this sector; and even less on mothers’ motivations to engage in such
viors. The objective of this literature review is to highlight these gaps.

1. Literature Review

or example, Bastien and Kapferer (2008) or Vigneron and Johnson (2004), or Kapferer (1998) have
conducted researches on luxury brands, but which fail to adress the “children” segment of the market. On
the other hand, research pertaining to children has developed in marketing due to the very considerable
impact they have on family purchasing decisions. Indeed children are influential as consumers (MacNeal,
1992). But they are themselves influenced by different social agents that will determine their relationship to
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brands in general and to luxury products in particular. In the view of some authors (for example, Moore and
Moschis, 1981), there are three types of socialization agents, each generating a particular form of influence

on the socialization of children such as family, peers, and the media. More specifically, the 'mother to
daughter’ literature in Europe or in the United States insists on the importance of the family influence (and

on the key role played by mothers) in children' consumption behaviors. Mothers remain the first source of
influence (Dano, Roux & Tissier - Desbordes, 2005; Martin & Bush, 2000). In the United States,
intergenerational (IG) researches have shown that I1G effects are potentially important depending on iheQ
product category under consideration or the market characteristics. Works conducted on mother-daughte

dyads show that IG effects continue to play a role when the child becomes an adult (Moore, WiII@d.
Lutz 2002). Buying or consuming IG brands symbolizes loyalty and parental affiliation. Recent studi e
shown that transmission within mother-daughter dyads reflects the family experience (Ladw on
and Sevin, 2009).

Another line of research provides explanations for parents' motivations to transmit \iC eonsumption
behaviors as an expression of their identity. Psychologists have shown that huma are structured
through interaction with the cultural system they belong to. Erikson (1951, 196 2) considers the
different stages of the construction of identity, from the stage of the bab t% to the end of life.
Regarding the consumer, Holbrook and Hirschman (1982) show that differe al forces influence the
purchase of products and brands which allow them to express the variab and complexity of their
identities. Recent research has highlighted that fact that women b N nakics and fashion products for
their strong identity aspect (Marion, 2003, Oswald, 2009, Silhou t and de Lassus, 2014).

Given the fact that literature is still scarse when it comes brands for children, it is therefore
appropriate to examine, from a theoretical standpoint, ic motivations for young mothers to
purchase these brands for their children.

2. Methodolqgg he Research

Because of the exploratory nature of this reg jt was necessary to opt for a qualitative methodology.
Two data collection methods were impgle First, 23 in-depth qualitative interviews with women in
shops or in “corners” of department st®@gsW\ere conducted. We focused on mothers of children, aged 29 to
43, all mothers of girls up to agegseven, ally proportioned between professionally active women and
housewives and balanced in term ge distribution. Interviewees were questioned after being contacted

when leaving a luxury shop.

In a second step, we addegyy&@®graphic analysis stage, during 8 weeks. We collected qualitative material
in the form of commentd dd on forums, in response to questions about luxury clothing. We adopted a
position of particip Servation, taking part of these forums and asking a number of questions. This
exploratory phasgssg portant for finding out about the various constraints and motivations of buyers

and prospecye R 5, a distinction that is more difficult to ascertain in stores.
These in U oNgervations on forums complement the factors analyzed in the interviews.

We@led a classic thematic analysis and took into account the frequency of occurrence of each theme
IR the descriptive character of the analysis. We followed these various steps for the first twelve
ews and then went back to the field for verification and iteration. The discourse of the interviews in
IS exploratory phase were fully transcribed, then subjected to a content analysis, which highlighted a
umber of recurring themes and sub-themes.

3. Results

Results are organised to highlight the different types of motivations expressed by mothers for buying luxury
brands for their children. Such shopping is characterized by two dimensions, aesthetic and hedonic, in the
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same way as shopping for adults. The attitudes are, in part, similar to those of individuals buying luxury
brands for themselves: the aesthetic dimension is important, in line with work showing that luxury equals
beauty (Kapferer 1998).

“I play around a bit with the clothes, try out new looks”

“Transforming her into a fashion victim, that slays me... . Q

On the other hand, research shows that there are also motivations specific to shopping for children s as,
but not limited to:

2

— The pleasure of giving: mothers want to give their children what is best, and with thisg @ they

are very happy to buy them luxury items. %
“Nothing is too good for my daughter, she’s our princess, we dreamed about her for agqg, #Qd n

Q she’s here,
it's my pleasure”

— Motherhood celebration:

“Being a mother is a real joy, and brands allow me to celebrate it”; “It's by buyi@derful things that | begin
to play my role as a mother”

“Being a mother is very new for me, and | show my baby that I'm givig #est, with Burberry’s.”

“I want to be a caring mother and at the same time fashionable g \% y Dior seems logical to me.”

— Distinctiveness: Luxury brand clothing enables one m e a distinctive garment compared to
other clothes. The mothers’ discourse refers to th p{Mion of conspicuous consumption, where
a brand is purchased in order to assert or express (Ngig#ocial position.
“In any case we don'’t try and dress them in Robert valli or Alexander McQueen, what we want is baby
Dior, with Dior quality, and the Dior image.”

— Transmission of social rules: The shows that mothers want to pass on to their daughters
“codes of beauty”, which the e ired in their life in society, and a grasp of which they
believe is necessary.
€

“I want to provide her with knowled®§ of the®e brands, of that world, as quickly as possible, it'’s good...”

upward ideal, an ideal of e.
“When | was her age, my I dressed me in clothes she made herself.”
“In my childhood, | w tll spoiled, so now, since | can spoil her, 1 do so.”

A further motivation concerr@ her’s own childhood and “inner life”. The child is projected into an
I

- lde ity ction of young mothers: It appears from the analysis of the interviewees

disco also from responses in the forums, that this type of purchase allows these young
W, come to terms with being mothers, or even defines their identity. For some of the
ndents, buying luxury products enables them to develop without fear of being dowdy.
“Now &y a2 mother is sexy, it's nothing like it was before, and fine brands help, one can be even sexier with
O ittle girl.”

y clothes shopping reflects the desire of some mothers to transmit values to their daughter, and to

ass on to her aspects of their own identity. But at other times, there may be identity positions with regard

to the child, revealed in the discourse. For some women, it is an idealization process: the purchase of luxury
clothes allows them to project a perfect child, who is not simply an ordinary infant.

“She will live better than me, she's already better than me”
“I've been in the shop at the same time as Carla Bruni, we buy the same things”
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For others it is also a search for appropriation: the little girl is seen as a “mini replica” of her mother, and
purchases support this perception.

4. Discussion

The conclusions of this exploratory study are that young mothers build their new maternal identity and
their projected relationship with their child through purchases of children’s luxury goods. These findi SQ
are consistent with those pertaining to adults, but shed light on an unexplored area, namely motivati.cx
with regard to children’s luxury products and the dynamics of mothers’ identity-building strategies. .
In addition, our results complement work on the transmission of luxury goods, and furth te
previous work on intergenerational dynamics. Indeed, they show that the purchase of Iu s for
children depends on the desire mothers have for transmission and socialization h redyd to their
children. Our research also emphasizes the mother’s identity strategies for positioni clf ¢n relation to
her child and the dynamics this may give rise to in terms of attitudes towards the chj usly involving
identification, idealization, transmission and creation.

From a managerial standpoint, this research is instructive in a various ways. gers of luxury brands
would be advised to analyze both their marketing strategies and their com Ication objectives, in the
light of mothers' motivations. In addition, it seems important to estagl g™ ke with those mothers who buy
luxury items for their children, with a view to building a long-tgr ship based on trust. Managers
can nurture this relationship through messages about the be arent-child bond. Doing so may
provide useful information for enhancing brand loyalty, and e managers to develop a long-term
relationship between a brand and a family. A third manageg ibution concerns recommendations for
communication, particularly communication on blogs, for%nd other social networks. It would be in the
interest of luxury fashion houses to foreground on their O™#€lal page a section on parents and children's
fashion, or even to introduce an interactive discusgibn$gace regarding luxury for children. There may be a
number of messages on blogs linking these purgQaNg to a growing awareness of beauty and of learning

about socialization and values in society, for g
& onclusion

The present study is an explorator,

RProach and offers at least three contributions to the understanding of

that the feeling of achiev
socialization agents. Ind apfcars that purchasing luxury brands for their children is a new form of
socialization for mother want to teach important aspects of life in society to their children. These
results echo the findj aining to literacy regarding luxury brands for consumers in emerging markets
who have not ha owledge transmitted to them (Bengtsson and Fuat Firat 2006; Oswald 2009).

Finally, the esent the various logics available to mothers with regard to their children, and show
that the I@ ransmission is not the only one involved in the purchase of luxury goods. The analysis

revealg t ther’s identity strategies to position herself in relation to the child and the dynamics that
the gies can generate in terms of her motivations regarding the child — identification, idealization,
ion, creation.
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Abstract- This paper is aimed at the implementation of a novel technique to prevent the forga f rust

| deXNgn lifetime
re®sed Current
pcdures and cost
g and subsequent

in structural establishments. The existing metallic structures usually exceed their ori
and hence require a potent protection mechanism for a rust-free life extension. TF
design of Cathodic Protection coupled with simple design features, installation
effectiveness presents an ideal technological solution to the prevalent issue q
degradation of structural establishments. This method makes use of the abu y Jvailable Solar Energy
for battery charging, which provides the required impressed current fo dic protection. In this
method, Maximum Power Point Tracking based digital charge controller is eNgg#foyed to ensure maximum
charging efficiency and economic feasibility. The charging modt*l i r&ed in buck configuration to
maximize the rate of charging. This enhanced design of Impre t Cathodic Protection ensures
precise, standard industrial levels of protective current in mé e&uctures used in infrastructure and
commercial buildings. This process provides sufficient pra 1 to metallic structures by ensuring

e sections. A suitable anodic material is

efficient transfer of electrical current through the structureg
e steel frame structure. The experimental

cast onto the top surface of the concrete slab present a
results indicate the effectiveness of the proposed desjgg in tefms of ease of design, economic considerations
and superiority over existing models. The pro dWyodel exhibits extreme potential to inhibit rust
formation which can be adopted for various induSgialNepplications.

Keywords-Impressed Current Cathox{ n Technique, Solar Maximum Power Point Tracking,
Rusting.

I. Introduction

Rusting is an electroche
defined as the slow pr
Various environmen
forms of Iron Oxide
required for the
include the

@ess which is characterized by the exchange of electrons. It can also be
eterioration of materials due to their reaction with the environment.

contribute to the process of rusting. Iron oxidizes naturally into various
are less stable than the original form of steel/iron. Both moisture and air are
n of metals to occur. The common methodologies employed to prevent rusting
nodic and cathodic inhibitors, application of barrier coatings and sacrificial anodic
method. H it has been proven to a great extent in various research studies that the most efficient of
these %is the process of Impressed Current Cathodic Protection. Engineering knowledge is
inco ithout an understanding of rusting, its adverse effects and thereby devising a solution to
oV is undesirable phenomenon. A technique to minimize the ill effects of rusting is Impressed
@‘\t Cathodic Protection, employed when the system to be protected is subjected to an aggressive

nment to a great extent to which cathodic protection is technically feasible and suitable.

his technique involves impressing current over the cathode which is the structure to be protected, by
providing a stream of electrons over the metallic surface [1]. This process is clearly more preferred than the
sacrificial anodic method. The voltage differences between the anode and the cathode are limited in the
sacrificial anode systems to approximately one volt or less, depending upon the anode material and the
particular type of environment. Impressed current systems can make use of larger values of voltage
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differences. The larger voltages available with the impressed currents allow remote anode locations, thereby
producing much more efficient and uniform current distribution patterns along the protected cathode.

These larger voltages achieved are useful in low conductivity environments such as freshwater and concrete

[4]. Solar Energy is used to drive the process of Impressed Current Cathodic Protection, thereby ensuring a
reliable source of power supply. The process of solar charging is enhanced by utilizing a Digital Maximum

Power Point Tracking based solar charge controller. In this proposed model of rust prevention using
Impressed Current Cathodic Protection, an Arduino Duemilanove with ATmega 328 based solar ch eQ
controller is designed to provide the desired value of current to be impressed over the structure t?&
protected. In this era of energy and power crisis, it is imperative to utilize renewable energy sour Iike.
solar energy to overcome various technological challenges. In particular, this model exhibits in%e
potential to help mitigate corrosion in various metallic structures to a large extent.

Il. Fundamentals of Rusting K
*

corrosive or
ith each other, a
flow between them.

A potential difference usually exists between two dissimilar metals when subjeq %
conductive environment. When metals are electrically connected or are in direct .
corrosion cell is formed and a certain value of potential difference produces a I%\
A corrosion cell is comprised of the following components: @

Anode: The anode is usually represented as the negative termij eecorrosion cell. In Impressed
Current Cathodic Protection technique, the positive terminal # ery is connected to the anode
portion of the cell. The required number of anodes are install® rconnected by means of a feeder
wire. Graphite has been employed as the anode in this propg bdel. Graphite happens to be a good
conductor of electricity and it enhances low current de ent discharge. It also further offers low

resistance to the electrolyte, due its high ratio value of suRg€efrea to the weight. The consumption rate of
graphite is 0.25 Kg/A/Year which makes it a favorablggand aff'economical choice for the system, among the
various anode materials available.

Cathode: The Cathode is represented as th | terminal of the corrosion cell formed. In Impressed
Current Cathodic Protection techniqye, tive terminal of the battery used is connected to the
cathode. The areas of the metallic stru rgeted for protection constitute the cathode portion. The wire
connections given to the metal prqyide aNgturn path to the power supply unit, as the negative part of the
circuit.

Electrolyte: The electro @e electrically conductive portion of the cell that enables the flow of
electrons and must be prgag rusting to occur. The protective current intended for rust prevention is
passed through the stgné or masonry with the help of a mortar or concrete connection with the steel
frame. It is observed@eshwater sources have a great tendency to contribute to the process of rusting of

metallic structurQ
\;1 e I: Current density and consumption rates of various anodic materials

Q Typical Anode Consumption Rate
S. No. Material Current Density per A year
2
O -

1 Si-Cr Cast Iron 5-10 0.105kg

2 Platimum on Substrate 540-1080 0006 g

3 Platimum Clad or Wire 1080-5400 0.02g

4 Graphite 10.8-40 0.225-0.45 kg
5 Scrap Steel 5-15 Okg

6 Aluminium 06-25 34ke
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I11. Impressed Current Cathodic Protection

Impressed Current Cathodic Protection technique is employed primarily in many of the structural

establishments where the electrolyte resistivity is high and it is comparatively more economically feasible

than ordinary sacrificial anodic protection systems. Impressed Current Cathodic Protection (ICCP) systems

use an anode which is connected to a DC power source. Anodes for ICCP systems are tubular and solid rod

shapes or continuous ribbons of various specialized materials. This technique on the principle that rus Q

is an electrochemical reaction in which iron or steel acts as a cathode while graphite acts as the anodeK

the cathode corrosion occurs as iron gives up electrons and forms soluble iron ions. At the an&%le,
I

electrons released by the corrosion process combine with water and oxygen to form hydroxide iogs. is
system the metal to be protected is made to act as the cathode, which is unaffected by t@ ive
reaction, preventing further rusting [2]. When employed to protect structural iron andgst his is
achieved by means of passing a defined industry standard small value of electric ent Wgrough the
structural material. This ensures a constant stream of electrons to satisfy the cathodi jo®and thereby
helps to inhibit the rusting process.
"
i
DC Power
Source =
_-_‘_--. ; o
ke 8 ___) r
—_— Structure
ICCP Anode Positive Current

A 4
Figure L. Impressed Cu&&athodic System for Structural Establishments.

The primary advantage of Imp 8 Current Cathodic Protection in the protection of embedded

metalwork in structures is #rovides protection from rusting without changing the immediate

physical environment. It r@ the electrochemical conditions to control the rusting process. The

implication of this proce at there is no need to gain full access to the structure by means of removing

the surrounding ma that it can remain largely intact [5]. Impressed Current Cathodic Protection
r

has a clear advantage other methods of corrosion prevention. It makes it possible to adjust the value of
current and Yolft; an ability to provide an unlimited required current output. This technique can be
adopted over & ange of resistive environments and works extremely well on large structures which are
typically Y in most of the petrochemical industrial sectors and other crucial commercial
establis ts [3].

IV. MPPT solar Charging System

aximum Power Point Tracking based solar charging unit is designed to ensure maximum efficiency in

e charging rate of the battery along with minimal energy loss in the system [8]. The battery is utilized to
provide the requisite industry standard value of impressed current over the cathode to drive the process of
Impressed Current Cathodic Protection. The system involves dynamic measurement of voltage and current
values of the Solar Panel and the DC Battery at all times. The voltage of the solar panel is sensed using a
voltage divider while the current value is determined by an ACS712 Hall Effect Sensing Module. The voltage
value of the battery is also measured using a voltage divider. The measured values are processed by the
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Arduino Microcontroller to determine the charging state of the system and to set the corresponding rate of
charging of the battery. The electrical parameters of the solar panel are passed on as inputs to the
Microcontroller whereas the battery voltage value is sent to the Microcontroller as a feedback. The main
functionality of the Microcontroller is to provide pulse width modulation (PWM) control. It also controls

the conversion ratio of the microcontroller based on the values of the input electrical parameters. The DC-

DC converter which is used in buck configuration converts the higher voltage and lower current of the solar

panel input into lower voltage and higher current for battery charging [9]. At every stage, iheQ
Microcontroller computes Maximum Power Point by using an iterative algorithm. Also, the variou

charging states are set based on the comparative analysis of the input electrical parameters. c .
Voltrge
Sensar
FWAL Chiarge
3 Control : - Control i
Solar Panel Ardnine .| DC-DC .| Batrery Lnit
Microcontroller "| Converter 23
Currant
Senzer Toltage
Senzor

Barttery Feedback

A
Figure 2. Block Diagram of MPPB arging Setup.
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Figure 3. MPPT Based Solar Digital Charge Controller Schematic Using Eagle V 6.6

The microcontroller also sets the pulse width modulation duty cycle on the MOSFET driver IR2104
integrated circuit, which is used to switch the MOSFETs. The pulse width modulation is maximum or
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hundred percent when maximum power is to be achieved. In all other cases, it is suitably set to a lesser

value. The charging circuit is basically a buck converter controlled by the Arduino microcontroller [7]. The
microcontroller determines the voltage of the solar panel where the peak or maximum power is produced

and controls the buck converter to match the solar panel voltage to the battery voltage. This solar charging
module is primarily designed to vastly improve the charging efficiency of the Solar Charging process. It
proves to be a better alternative to the commercially available, high cost maximum power point tracking

solar charge controllers. Additionally, in this solar charge controller, the electrical parameters QreQ
monitored dynamically and displayed in the output screen to establish a monitoring mechanism. Th
monitoring system provides details pertaining to: charge state (on, off, bulk, float), pulse width mod tiorb

microcontroller determines the voltage of solar panels at which the maximum power is pr
controls the buck converter to match the solar panel voltage to the battery voltage [10]. T panel
input voltage is connected to the VIN input of the microcontroller and the solar pa€g) grodgd input is
gl I-®fect current

connected to the ground of the microcontroller. The solar input current is read usirf¥§
sensor module. This project utilizes the ACS712 hall-effect based linear current seng is a three pin
module with pins: Vcc, Gnd and Output. The sensor module is powered up by ¢ N the Vece pinto 5
volts pin provided in the microcontroller. The ground is connected to the ¢ ground of the entire
circuit. The output pin is connected to one of the analog pins of the micro which is used to read
the current value. The positive ends of the solar panel and the battery are ected across the current

sensor module for determining the current value. The solar panel odtage is divided down by two
known standard resistors and sent to the analog O input pin of th\ icrocontroller.

.I'.

Fig Y rimental setup of the MPPT Solar Digital Charging Module.
Q1 is the blocki T that prevents reverse flow of the battery power into the solar panel. This can be
achieved by UW ode. However, MOSFETSs are preferred as they tend to have lower power dissipation.

The intring FET diode doesn’t conduct since QL1 is turned around. Q! turns on when Q2 is on from
voltage iode D2. The resistor connected across this MOSFET drains the voltage off the gate of Q1
so it of? when Q2 turns off. Q2 is the main switching MOSFET for the DC-DC converter operated in
b uration and Q3 is the synchronous switching MOSFET. The MOSFETs are driven by an IR2104

N ET driver. The IR2104 takes the pulse width modulation signal from the processor digital input pin 9
2 and uses it to drive the switching MOSFETSs. The IR2104 also has the shutdown functionality. This
b done by controlling the signal from the processor digital pin 9 on pin 3. The program always keeps track
of the pulse width modulation duty cycle and never allows maximum or hundred percent [6]. It caps the
pulse width modulation duty cycle at almost maximum to keep the charge pump working. D! is the diode
that starts conducting current before Q3 turns on. It makes the buck converter more efficient. L1 is the
main inductor that smoothens the switching current and along with C3 it also smoothens the output

voltage.
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Figure 5. Charging time required to atfain different voltage levels. Figure 6. Solar Charge controller Characterisitcs in float
using the proposed solar charge controller module. charging state.

O
V. Calculations %

A crucial consideration for the design calculations in the implementation @essed Current Cathodic
Systems on existing metallic structures is the industry standard valye ofrrent density. A metallic
structure requires an industrial standard current density value of¢: ampere per square metre to be

impressed on its surface. \\

The calculations are computed by suitably considering the co@ iciency of the metallic structure used
in this particular model. The coating efficiency is approxirr® ighty percent.

Impressed Current Computation Parameters:

g
Current Density of Metallic Structure in freshwater [J:] = 10mA/m”™

Radius of Metallic Structure =2 cm.
Length of Metallic Structure =16 cml.

il
Surface Area of the metallic structure =0.02009 m™~

Actual Impressed Current Computation:

Current I = (s*I:*[1-CE]) (1)
CE [Coating Efficiency] =80%
Current I = (0.02009*10*10[1-0.8])
=0.1608 mA
Actual Current Value = Current I. + 40% Spare Current 2)
=022 mA

V1. Experimental Results

The Digital MPPT Solar Charge Controller efficiently processes the information obtained from the electrical
devices: solar panel, current sensor and dc battery instantaneously. This information is used to compute the

Int Congress 2014 ISBN : 978-81-929742-3-1 www.intcongress.com



ASDF Thailand Proceedings of the International Congress 2014 [IC 2014], Bangkok, Thailand 71

iterative maximum power point algorithm to perform efficient battery charging. The use of this system
ensures minimum energy loss as well as maximum utility of the solar panel. This method also provides solar
panel protection by making sure that power doesn't flow in the reverse direction from the dc battery

towards the solar panel.
.

Figure 7 (a) Final state of metallic structure Figure 7(b) Final State of metallic structure with
with proposed ICCP system. 1o protection.

The exhaustive experimental analysis was performed on two sample rusted mefgly uctures, to exhibit
the conformity of the model for real time applications. Impressed Current Cg#Mzdia#rotection was applied
to the one of the metallic structures whereas the other was left isolated, being subjected to any
kind of protection. The experimental setup was left undisturbed fog a gaggiod, 0T more than two weeks and
then the results were observed. The metallic structure subjected toe Current Cathodic Protection
portrayed not even marginal corrosion signs whereas the isola r

duration.

®developed corrosion in the same

N
e 8. Contrasting final states of the two metallic structures.

\O VII1. Conclusion
This en Qdesign of Impressed Current Cathodic Protection for rust prevention in structural
sthI§

e nts provides cost-saving in excess of fifty percent in comparison with traditional approaches like
)l coating and replacement of corroded material. The power supply to this system for providing
gyuent low value of impressed current is enhanced by the usage of the digital MPPT based solar charge
omeroller. The efficiency of the solar charging process is improved by using the charge controller in buck
nfiguration. Additionally, it also provides sufficient protection against backflow of power from the battery
to the solar panel. This model adheres to the industry standard value of impressed current required for
protection of metallic structures. This model also proves to be a beneficial method for rust prevention in
terms of system operating parameters and economic feasibility. Thus the overall investment in a long term
rust mitigation system is brought down and it serves to be an ideal strategy for protecting metallic
structures.
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Abstract-The paper is to discuss the thermal phenomena of the superc@COz in the geothermal
reservoir for the enhanced geothermal system. The transient heg gsfer Thodel conjugated with the
Brinkman model of employed by the finite element package is #se8 @ ptain the dynamic and thermal

behavior in the porous medium. The different pressure of th ) e various inlet volumetric flow
rate are discussed. The results show that the inlet volumetric f sults in the temperature difference
between the wall and working fluid on the exit apparently. It predicted that the heat extraction will
increase as the volumetric flow rate decreases. In additi uitable operated pressure will reach the
maximum heat extraction for the reason of property of sup ical CO..
.1 tion

Geothermal energy can be considered as o Important energy in future. It is one kind of renewable
energy and emissions very less CO; [1]. e rmal system is divided into traditional geothermal system

and non-traditional geothermal system.Ngh® non-traditional geothermal system is enhanced geothermal
system (EGS) which injects workig@Jluid through injected well into reservoir approximate 3000 m depth.
The working fluid is heated in thd @ oir through hot rock with 250°C and flows out ground through the
producted well. The water ,'. an be chosen as the working fluid. Recently, supercritical CO, is
suggested be the one of wQRKINGL f#ids in the enhanced geothermal system. Brown proposes the CO,-EGS in
2000 first [2].The advantd @ this system are an excellent buoyant driving, the inability of dissolving with
mineral species, andgM ¥ the problem associated with the silica dissolution. Therefore, the thermal
behavior of supergy l’ O, is the important issue at high temperature and pressure reservoir of EGS. For

mechanical,_tM and flow phenomena. Recently, the studies related to CO,-EGS are flourish published.
he impact of fluid-rock interaction on CO,-EGS in 2011 [3]. They review many researches

sequestration in deep-saline aquifers [5], CO,-rock interaction in elevated temperature [6]. Pruess
bublish a series of studies of CO,-EGS, such as heat transmission [7], sequestration of carbon [8], and
oauction behavior [9] from 2006. Pruess et al. build the numerical model TOUGH for the multiphase

ow in permeable media in 2004 [10]. In addition, Xu follows the Pruess’s research to develop the advanced
TOUGH [11] and process a series of numerical modeling about fluid-rock interaction [12], the effects of pH
solution [13] and brine [14]. Spycher and Pruess discuss the effect of CO,-brine mixtures by TOUGH in
advance [15]. The heat extraction is still the key role of the CO,-EGS. To obtain the heat extraction of the
CO,-EGS, many different phenomena have been observed and studied. Several studies investigate the heat
transfer phenomena related to this topic. Therefore, several flow and thermal phenomena have understand

Q
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well such as CO,; flow is well than water in low permeability reservoirs [16], the pressure drop and heat
transfer performance of a CO, geothermosiphon can be superior to those of water-based systems [17]. The
buoyancy of super-critical CO; in the vertical mini-tubes and porous media is discussed by Jiang et al. [18].
Liao et al. find that the buoyancy effects are significant for all the flow orientations [19, 20]. However, the
above approaches have some limits in this application, for example, few studies on the supercritical fluid,
the absence of experimental system for reservoir. The purpose of this study is to obtain the thermal
phenomena of the supercritical CO, in the geothermal reservoir for the enhanced geothermal systemel Q
general, Brinkmann model, modified Navier Stokes equation, and Darcy model are used to evaluate tr&
thermal and transport phenomena of porous flow. In this study, the transient heat transfer
conjugated with the Brinkman model employed by the finite element package is used to obtain the
and thermal behavior of the supercritical CO, in the porous medium. From the above, this pape
supercritical CO, model combined with the porous medium to solve the heat proble i er to
complete the above absence. This study can reduce the cost of realistic test of enhance otheygnal system
and build an effective way to simplify the evaluated procedure in the geothermal syst L 4

I1. Modeling %
A geothermal model of reservoir is built in this study for examining the ther% omena of supercritical
br

CO2 flow in the porous media under high preassure and temperature. 3-D an momentum equation
and energy balance equation are used. Fig. 1 presents a schematicél

NOr®of the problem considered in
the present analysis. As shown, the pipe combined with the appli es on the surface is modeled as
the heated CO, flow in the geothermal reservoir. The heat ap x e surface of the pipe spreads into
the CO, flow through conduction and convection, the eff adiation is neglected. Initially, the

temperature of this model is kept as a constant tempera@ . The governing equations are listed as
below.

Continuity equation is

%%&@z Qo o)

é(g-l:+(u-v)) = : E{,u(Vu+(VuT))—Eu(V-u)I}]— (%+%)u+F 3]

Momentum equation is

here, u is the viscosity, € @ psity, k is the permeability, Q,, is mass force, F is forced term.

the porous. e §-quation for media is

Q 2[4 = D0,y Ty] = W=7 (5 77,) =0 ®
and@rgy balance for fluid is

2 [epsCo s ;] + V- (pCp s DT;) — &V - (K, VT;) = O (4)

The thermal pro orous media are obtained by the average volume method for media and fluid in

here, T,,,T; is the temperature of media and fluid, separately. Dis the Darcy velocity along the main axis of
flow direction.

In this model, the heat transfer phenomena are discussed as the supercritical carbon-dioxide flows into the
heated porous medium. The conditions of reservior under the depths of up to 3 kilometers are used. A 3D
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model is established by finite element method — COMSOL multiphy package. The material of tube is stain
steel. The length, outer-diameter and inner-diameter is 133 mm, 20 mm and 10 mm, respectively. The wall
heating condition is subjected on the wall of tube. The supercritical properties of carbon-dioxide are
modelled using interpolation functions based on data from the NIST standard reference database 69.

*
The temperature and inlet velocity boundary of the outer wall of the test section is—n - (kVT) =q, , an\
u=0, v=0, w=0. The temperature boundary of the inner wall of the test section is—n - (kVT) = 0. Th%tr:e.
S

In addition, the initional and boundary conditions are listed as below Q

inlet velocity and temperature isu = —-Uyn , and T =T,. The exit pressure and velocity is assu
P=po . [n(Vu+(VuD))]n=0.

-
Figure 1. The model of section of geothermal reservoir

| %s s and Discussion

In this study, the effects of inlet ylgmetric flow rate and pressure are concerned. In advance, the model
with higher pressure is discussed @ is study. It will apply to the non-traditional EGS for higher depth.
Different kinds of pressuge at VT4, 13.8 Mpa, 17.2 Mpa, 20.6 Mpa ) and inlet volumetric flow rate (10
ml/min, 30 ml/min, 50 mX PO ml/min, 300 ml/min and 500 ml/min) are studied, respectively. The
heat transfer phenomend ‘@ ptained from this 3D porous model.

For the reason g @arent variation of the thermal properties of supercritical CO, with different
pressure an yature, the different kinds of pressure should be discussed in the research of

<

supercritica e porous and permeability of this model is assumed as 0.2, and 1E-13 m°. The heat flux
subjectedegn rface of the test section is 3160 W/m?, and the CO, temperature on the inlet is 313.15 K.
Fig. 2 js ofile of the temperature difference on the exit between the supercritical carbon-dioxide and
the gu Il with different pressure. The inlet volumetric flow rate is 50 ml/min. In Fig. 2, we observe that
rature difference (AT) decreases as the pressure decreases. In addition, the temperature difference
@ 10.3 MPa is more larger the ones on other pressure apparently. This is the reason of the special
roperty of supercritical CO,. The specific heat of supercritical CO, on 10.3 MPa and 313.15K is 1.75-2.5 times
f the ones on the other pressure. In addition the temperature contours of test section under 10.3MPa and
20.6MPa are shown in the Figs. 3 and 4. The temperature increases gradually from inlet to exit and
boundary part to inner part obviously. It represents that the heat extraction is available as the supercritical
CO; flows through the porous media. The distribution is similiar as the pressure is 10.3 MPa and 20.6 MPa.
The major discrepancy is the temperature of exit, which is 420K and 370K under 10.3MPa and 20.6 MPa,
respectively. It will illustratte the effect of specific heat of supercritical CO, in advance.
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Figure 2. The temperature difference between inlet and exit with t%@n pressure
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Figure 3.The temperjur@our of test section (P is 10.3 MPa, volumetric flow rate is 50ml/min).
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Figure 4. The temperature contour of test section (P is 20.6 MPa, volumetric flow rate is 50ml/min).
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For EGS, the pump work is important to inject the working fluid. Therefore, the discussions of the effect of
the volumetric flow rate is necessary for the efficiency of EGS. This study will observe the temperature
difference and heat extraction affected by the volumetric flow rate. The volumetric flow rate discussed in
this study is 10 ml/min, 30 ml/min, 50 ml/min, 100 ml/min, 300 mlI/min and 500 ml/min, separately. The
profiles of temperature difference with different volumetric flow rate and pressure are shown in Fig. 5. We
observe clearly that the temperature difference decreases as the volumetric flow rate decreases. We can find
that AT is 10 K at 500 ml/min, and approaches to 250K at 10 ml/min. It illustrates that the volumetric fi®
rate will affect the heat extraction apparently. The behaviour of supercritical fluid is similar to the genera
fluid. The slower flow can extract the more heat from the environment. It can apply to the bett@at.
extraction under the lower inlet velocity. Slower the flow is, more heat absorption are.

B Q@

F —&— 10.3Mpa 1
200 K —B— 13.8Mpa -
_Iﬂ —&— 17.2Mpa

ﬁ‘\ --%--20.6Mpa | ,

Temperature difference (k)

0 100 200 300 400 500 600

Volumetric flow rate (ml/min)

Figure 5. The temperature differe@tween inlet and exit with the different pressure and volumetric flow
rate (qu, is 3160W/m?).

Through the compariso Fig. 2, we find that the temperature difference decreases as the pressure

decreases for the confy that the volumetric flow rate is lower than 100ml/min. As the volumetric flow

rate is larger thgg 19 min, the variation of temperature difference is not apparent with the different

pressure bu ~ as slightly as the pressure decreases. The major reason is the faster velocity results in

the negat B the heat extraction.

e effects of inlet volumetric flow rate and pressure more clearly, Fig. 6 presents the heat

elated to the inlet volumetric flow rate and pressure. According to Fig. 6, the heat extraction is

- s the volumetric flow rate is 50 ml/min and pressure is 10.3 MPa. Here, a maximun heat extraction

hed Therefore, we prove that the heat extraction will reach an optimal value for the suitable

metrlc flow rate. This conclusion can be suggested to the realistic EGS. The suitable combination of

epth and inlet volumetric flow rate will reach the maximun heat extraction and provide the maximun
geothermal source.

This study will model the heat extraction of CO,-EGS on the porous media. We expect these results can
result in the better operating conditions for the improvement of the efficiency of the CO,-EGS.
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Figure 6. The heat extraction with the different pressure and volume flc@ (quwis 3160W/m2).

*
IVV. Conclusions §

This study is to discuss the thermal phenomena of the supercy » in the geothermal reservoir for the
enhanced geothermal system. In this study, the transient% er model conjugated with the model of

Brinkman equation employed by the finite element pac used to obtain the dynamic and thermal
behavior in the porous medium. The sensitivity pargmete dy under the various inlet volumetric flow
rate and pressure are discussed. The effects of eNressure and slower flow will increases the heat

extraction effectively. This study can enhance t t extraction and reduce the cost of realistic test of
enhanced geothermal system. We expect the s can result in the better operating conditions for the
improvement of the efficiency of the Cg,- ddition, this proposed model will build an effective way
to simplify the evaluated procedure in thermal system.
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Kinetics of Sodium Borohydride Hydrolysis on
Cobalt with Different Structures
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I. Stalnioniené, L. Naruskevicius, A. Selskis, B. Simkainaité-Stanyniené ’\Q

Center for Physical Sciences and Technology, A. Gostauto 9, Vilnius LT-01108, Lithuania P

Abstract- In the present study cobalt with a fiber and smooth structures were deposited onto t @' gnium
surface. The morphology, structure and composition of the prepared catalysts were examineg by«a€ans of

Field Emission Scanning Electron Microscopy and Energy Dispersive X-ray Spectro V. catalytic
activity of cobalt with a fiber and smooth structures deposited onto the titanium su afinvestigated
towards the hydrolysis of sodium borohydride. It was found that a fiber structure C S higher activity
towards the hydrolysis of sodium borohydride as compared with that of Co with structure.

l. Introduction @

Among chemical hydrides sodium borohydride is an attractive alte d e#for application in fuel cells as
alternative hydrogen sources (indirect borohydride fuel cells ﬁx ue to its advantages of high
hydrogen storage efficiency (10.8 wt.%), stability in air at hig\\p s, easily controlled generation of
hydrogen and high purity of hydrogen obtained from the 3 hydrolysis of sodium borohydride
solution, non-flammability and side product recyclabilit
metal catalysts with high activity with respect to the hydrd
an important role in the hydrogen generation for fuelgells.

In the present study cobalt with a fiber and s ructures were deposited onto the titanium surface
(denoted as Cofiber/Ti and Cosmooth/Ti) by, f electrodeposition and electroless metal plating. The
morphology, structure and compositgn prepared catalysts were examined by means of Field
Emission Scanning Electron Microscop &nergy Dispersive X-ray Spectroscopy. The catalytic activity of
cobalt with a fiber and smooth straggtures ¥gposited onto the titanium surface was investigated towards the
hydrolysis of sodium borohydrideé

Chemicals

E @ I1. Experimental Details

Titanium sheet %urity, 0.127 mm thickness), NaBH4 and CoCl2 were purchased from Sigma-

Aldrich Su \ 4 (96%) and NaOH (99%) were purchased from Chempur Company. All chemicals
were of 2& rade. Deionized water with the resistivity of 18.2 M cm-1 was used to prepare all the
solutio

Fabrication of Catalysts

coatings with a smooth structure were deposited by electroless deposition. Prior to electroless cobalt
eposition, the titanium sheets (1 x 1 cm) were degreased with ethanol, rinsed with deionized water and
ried in an Ar stream. Then the cobalt coatings were deposited on the titanium surface according to the
following procedures: a) activation of the Ti surface in a 0.5 g/l PdCI2 solution for 60 s; b) subsequent
rinsing of the activated surface with deionized water; c) followed by immersion of the activated sample into
an electroless cobalt bath for 45 min [3]. The bath operated at a temperature of 25 + 2 oC. The surface-to-
volume ratio was 1.3 dm2 I-1.
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Cobalt coatings with a fiber structure and the thickness of @3 @m were deposited onto the titanium surface
(1 x1 cm) via electro deposition [4, 5]. Prior to deposition of the Co coating with a fiber structure, the
titanium plates were degreased with acetone and then pretreated in diluted H2SO4 (1:1 vol) at 90 oC for 10s.

Then, Co coatings deposited onto the titanium surface were used for measurements of hydrogen generation

from the sodium borohydride solution without any further treatment.
O\Q
B’

Characterization of Catalysts

The morphology and composition of the fabricated catalysts were characterized using a S@(
workstation Helios Nanolab 650 with an energy dispersive X-ray (EDX) spectrometer INCA En@ -
Max 20.

Kinetic Studies of the Catalytic Hydrolysis of NaBH4 .

The amount of generated hydrogen was measured by using a classic water-displ ethod with the
aim to characterize the catalytic effectiveness of the Cosmotth/Ti and Cofibe%atalysts. In a typical
measurement the reaction solution containing NaBH4 and NaOH was th d in an airtight flask
fitted with an outlet for collection of evolved H2 gas, and then the Cosmott and Cofiber/Ti catalysts
were immersed into the designated temperature solution to initi olysis reaction. As the reaction
proceeded, the water displaced from a graduate cylinder conn &a@ reaction flask was continually
monitored. The rate of generation of hydrogen was measured %

solution temperatures (25, 35, 45
and 55 oC) in order to determine the activation energy.

I11. Results and E@sion

Figure la shows FESEM image of as-prepared ooth/Ti, from which evident that the layer of

polycrystalline Co with the average size of cry s Ca. 400-900 nm was deposited onto the titanium

surface. The thickness of the electroless Co | from ca. 500 nm up to 1 @m. As seen from Figure 1b, a

fiber structure Co was electrodeposite ({ titanium surface with the fibers in the order of tens of
cen

nanometers in thickness and hundred noltieters in length [4, 5]. Cobalt coatings with the thickness of

@3 @m were deposited on the titan'&msu
-@J jﬁ\hg f%& S
= %ﬂ!{ g’&l\% R )F
— s-.‘;- ¢ gl

{#;rf@

i

igure 1. FESEM images of Co layers with a smooth (a) and fiber (b) structure deposited onto the titanium
surface.

The activity of the Cosmooth/Ti and Cofiber/Ti catalysts was investigated towards the catalytic hydrolysis

of NaBH4. Figure 2 presents the volume of generated hydrogen with respect to reaction time with the
Cosmooth/Ti and Cofiber/Ti catalysts in a 0.05 M NaBH4 + 1 M NaOH solution at the temperature of 35 oC.
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A higher rate of generation of hydrogen is obtained at the Cofiber/Ti catalyst as compared to that at
Cosmooth/Ti, indicating better catalytic properties of fiber structure Co towards to the catalytic hydrolysis
of NaBH4.

The kinetics of reaction of hydrolysis of NaBH4 was further investigated at various temperatures at the Co
fiber structure deposited onto the titanium surface. Fig. 3a and Table | show the rate of hydrogenQ

generation measured during the hydrolysis of alkaline NaBH4 solution (0.05 M NaBH4 + 1 M NaOH) us#
the Cofiber/Ti catalyst as function of reaction temperature (25-55 oC). &

o
T T T T T T T
Cog,, /Ti
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Figure 2. H2 generation from 15 ml 0.05 @ 4 +1 M NaOH at a 35 oC temperature catalyzed by
Cofiber/Ti and Cosmooth/Ti.
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Figure 3. (a) H2 generation from 15 ml 0.05 M NaBH4 + 1 M NaOH at a different solution temperature
catalyzed by Cofiber/Ti. (b) The Arrhenius plots calculated from the rates of NaBH4 hydrolysis in a same
solution for Cofiber/Ti.
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As seen from the data given in Table I, the rate of catalytic hydrolysis of NaBH4 in alkaline solutions
increases exponentially with increase in reaction temperature, and a maximum value of 821 ml min-1 g-1 is
obtained at 55 oC. Temperature dependence of the rate of generation of hydrogen is expressed by the
Arrhenius equation:

k = Ae-Ea/RT, (1)

where Ea is the activation energy (J), A - the frequency factor, R - the general gas constant (8.314 J mol-1 Q
1). In order to find activation energy and frequency factor, the Arrhenius plot of In(k) vs I/T was const ted

from the data presented in Fig. 3a and is given in Fig. 3b. The Arrhenius plot gives activation energy

mol-1. The obtained data confirm that the fiber structure Co layer deposited onto titaniu

efficiently the hydrolysis reaction of NaBH4 in alkaline solutions.

Table 1. Dependence of hydrogen generation rate on temperature obtained at Coflber/Tw (&M NaBH4

Temperature (K) H; generation rate (ml min~ g‘lj
208 1052
308 1468
318 356.7
328 8210

nanometers in thickness and hundreds of ters in length via electrodeposition. The Co with a
smooth structure was deposited by el d¥position of Co. The layer of polycrystalline Co with the
average size of crystallites ca. 400-900 & deposited onto the titanium surface. It was found that a fiber
structure Co shows higher activity§oward§the hydrolysis of sodium borohydride as compared with that of
Co with a smooth structure. 6
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Graphene Supported Platinum-Cobalt
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Abstract- In the present study the graphene supported platinum-cobalt nanoparticleQyrere pared via
microwave synthesis. The composition of prepared catalysts was examined by Induct§gl oﬁpled Plasma
Optical Emission Spectroscopy. The shape and size of catalyst particles were deter @ py Transmission
Electron Microscopy. The electrocatalytic activity of the graphene supported plagfitigmee#balt nanoparticles
was investigated towards the electrooxidation of methanol in an alkaline G was found that the

graphene supported platinum-cobalt nanoparticles having the Pt:Co molar »/ shows highest activity
towards the electro-oxidation of methanol as compared with that of catalystafith the Pt:Co molar ratios
equal to 11 and 1:44 and the graphene supported bare Co or commgy ®ith 10 wt.% Pt loading.

N\

lack, graphite nanofibres and carbon

I. Introduction

Among the supports for the Pt-based catalysts such as
nanotubes [1-3], graphene as a catalyst support has incurr intense interest in fuel cell applications due
to its unique, outstanding physicochemical properti uch aS an extremely high specific surface area (2600
m2g-1), a superior electronic conductivity, a hig r to volume ratio and a high stability [4, 5]. The
combination of metal nanoparticles and gra| ewpens up new possibilities for design of the next
generation catalysts [6]. 6

In our previous works [7, 8] it has b& own that the graphene supported platinum-cobalt catalysts
prepared by means of microwavsynth®is enhance electrocatalytic activity towards the oxidation of
borohydride and ethanol in an al medium and are promising anode materials for direct borohydride
fuel cells (DBFCs) and etha ells (DEFCs). In the present study the activity of the graphene
supported platinum-cob n%rticles towards the electro-oxidation of other fuel, i.e. methanol, in an
alkaline medium was inm . The composition of prepared catalysts was examined by Inductively

Coupled Plasma Opti ion Spectroscopy (ICP-OES). The shape and size of catalyst particles were
determined by Tran Electron Microscopy (TEM).

\O I1. Experimental Details

Fabrication of Catalysts

The@ne supported platinum-cobalt nanoparticles (denoted as PtCo/GR catalyst) with the different
lar ratios were prepared by microwave heating of ethylene glycol (EG) solutions of Pt(IV) and
salts as was described in [7, 8]. Briefly: 0.25 ml of 0.096 M H2PtCI6 and 0.6 ml solution of different
ncentrations of CoCI2 were mixed with 18 ml of EG. Then, pH of the solution was adjusted to 11.7 by
dding dropwise a 1 M NaOH solution. 100 mg of graphene (purity of 97%, specific surface area - 60 m2/g)
was added to the mixture and sonicated for 30 min. The reduction of Pt and Co nanoparticles was carried
out in the microwave reactor Monowave 300 (Anton Paar) at a temperature of 170°C for 30 min. For
comparison, the graphene supported cobalt nanoparticles (denoted as Co/GR catalyst) were prepared under
the same conditions. After preparation, the synthesized catalysts were washed with acetone, ultra-pure
water with the resistivity of 18.2 M cm-1, then filtered and dried in a vacuum oven at 80°C for 2 h.
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Characterization of Catalysts

The shape and size of catalyst particles were examined using a transmission electron microscope Tecnai G2
F20 X-TWIN equipped with an EDAX spectrometer with an r-TEM detector. For microscopic examinations,
10 mg of sample were first sonicated in 1 ml of ethanol for 1 h and then deposited on Cu grid covered with a

continuous carbon film. .

The composition of the PtCo/GR catalysts was estimated from ICP-OES measurements. The ICP g tich
emission spectra were recorded using an ICP optical emission spectrometer Optima 7000DV %n’
Elmer).

Electrochemical Measurements K
.

The working electrode was a thin layer of Nafion-impregnated PtCo/GR, Co/GR and @ rcial Pt/C with
10 wt.% Pt loading catalysts cast on a glassy carbon electrode, a Pt sheet was usedgs g®®nter electrode and
an Ag/AgCI/KCI (3 M KCI) electrode was used as reference. The catalyst layer #ined according to the
following steps: at first 10 mg of the PtCo/GR or Co/GR catalysts were disper asonically for 1 hour ina
solution containing o.25 pl of 5 wt.% Nafion (D521, 1100 EW) and g7 dgjonized H20, while 10 mg of
Pt/C with 10 wt.% Pt loading were dispersed ultrasonically for % olution containing o0.25 pl of 5
wt.% Nafion and o.75 pl 2-propanol solution, to produce a ho slurry. Then 5 pl of the prepared
suspension mixture was pipetted onto the polished surface ofa WgsSy carbon electrode with a geometric

area of 0.07 cm2 and dried in air for 12 h. @
All electrochemical measurements were perfor with a Zennium electrochemical workstation
(ZAHNERElektrik GmbH & Co0.KG). Steady st ar sweep voltammograms were recorded in a 1 M

CH30H + 0.5 M NaOH solution at a linea ial sweep rate of 50 mV s-1 from -0.5 to 0.3 V at a
temperature of 25 oC. The electrode pgge oted versus the standard hydrogen electrode (SHE). The
presented current densities are normal ith respect to the geometric area of catalysts.

The chronoamperometric curves e investigated Pt/C and PtCo/GR catalysts were recorded ina 1l M

CH30H + 0.5 M NaOH solutj onstant potential value of 0 V vs. SHE for 5 min. All solutions were
deaerated by argon for 15 I\ 1gy to measurements.

I11. Results and Discussion

In the stud d herein a rapid microwave heating method was used to prepare the graphene
supported gt -cobalt nanoparticles with the different Pt:Co molar ratios. The composition of the
@m was determined by ICP-OES. It was found that the graphene supported platinum-cobalt
itl? the Pt:Co molar ratios equal to 11, 1:7 and 1:44 (denoted as PtCo(1:1)/GR, PtCo(L:7)/GR and

)/GR) were synthesized by means of rapid microwave heating.

®F"shows HRTEM images and corresponded EDX spectra of the Pt/C (a, e) and graphene supported PtCo

anoparticles with the Pt:Co molar ratios equal to L1 (b, f), 1:7 (c, g) [7] and 1:44 (d, h) [7]. According to the
data of TEM analysis of the graphene supported PtCo and Pt/C catalysts, the Pt nanoparticles of ca. 1-3 nm
in size were deposited on the surfaces of graphene and carbon. Pt nanoparticles were uniform and well
dispersed on the surfaces of graphene and carbon.
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Figure L. HRTEM im Vorresponded EDX spectra of Pt/C (a, e), PtCo(L:1)/GR (b, f), PtCo(L:7)/GR (c,
g) and PtCo(1:44)

The EDX s
PtCo(L:7)A

nfirm the presence of Pt and Co nanoparticles in the investigated PtCo(L:l)/GR,
tCo(1:44)/GR catalysts (Fig. 1 (f-h)).

Da analysis of the investigated catalysts described in Refs. [8] confirm that the crystallites of Pt in
sized graphene supported PtCo catalysts are very small, whereas the metallic Co crystallites of ca.

@in size with an increased hexagonal crystal lattice (a = 0.25083 nm, ¢ = 0.40824 nm) are predominant
e PtCo/GR catalysts. It should be noted that the increase in a lattice parameter could be caused by
rmation of platinum solid solution in cobalt.

The electrocatalytic activity of the graphene supported PtCo catalysts with the different Pt:Co molar ratios
towards the electro-oxidation of methanol in an alkaline medium was compared with that of the
commercial Pt/C catalyst with 10 wt.% Pt loading. The Pt/C, PtCo(L:1)/GR, PtCo(L:7)/GR and PtCo(L:44)
catalysts with the Pt loadings of 0.385, 0.160, 0.165 and 0.125 mg Pt cm-2, respectively, were used for
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methanol electro-oxidation measurements by means of cyclic voltammetry. Fig. 2 shows long-term cyclic
voltammograms for the Pt/C (the inset a’), PtCo(1:44)/GR (a), PtCo(L:7)/GR (b), PtCo(L:1)/GR (c) and Co/GR
(a-c) catalysts recorded in a 1 M CH30OH + 0.5 M NaOH solution at a sweep rate of 50 mV s-1. In the
forward sweep, anodic peaks | related with the direct oxidation of methanol in an alkaline medium are
observed at ca. 0.1 V for the investigated Pt/C, PtCo(L:1)/GR, PtCo(1:7)/GR and PtCo(1:44)/GR catalysts (Fig.
2). In the reverse sweep, anodic peaks Il attributed to the removal of the incompletely oxidized
carbonaceous species formed in the forward sweep were detected at ca. -0.04 V for the all investigaiedQ
catalysts. In all cases the reverse anodic peaks Il recorded on the investigated catalysts are lower z\
compared to direct methanol oxidation peaks I (Fig. 2). .

a

During long-term cycling the methanol electro-oxidation current density values (anodic peak |

the all investigated catalysts are slightly decreased and then are stabilized. As seen from thegla ig. 2,

the obtained stabilized methanol oxidation current densities (10th cycles) are greater % (1:44)/GR
St

(a), PtCo(L:7)/GR (b) and PtCo(L:1)/GR (c) catalysts as compared to those at the Pt/ #the inset ).
Furthermore, methanol oxidation current densities are ca. 4.8, 6.4 and 11.2 igher at the
PtCo(1:44)/GR, PtCo(1:1)/GR and PtCo(1:7)/GR catalysts than those at the bare P st. The graphene
supported PtCo catalyst with the Pt:Co molar ratio equal to 1:7 shows highest_a towards the electro-
oxidation of methanol. Ca. 1.7 and 2.3 times greater methanol oxidation cu nsities are obtained at

the latter catalyst as compared to those at the PtCo(1:1)/GR and PtCo(1:44)/GR lysts, respectively.
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Figure 2. Cyclic voltammograms of the PtCo(1:44)/GR (a), PtCo(1:7)/GR (b), PtCo(1:1)/GR (c) and Co/GR (a-
c) catalysts recorded in 1 M CH30OH + 0.5 M NaOH at a sweep rate of 50 mVs-1; 25 oC. The inset (a’)
represents the CVs of Pt/C in the same solution. (d) Bar columns of methanol oxidation current densities,
normalized by the Pt loadings for the Pt/C and PtCo/GR catalysts, at a potential values of peak I.
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It should be noted that the investigated PtCo(1:1)/GR, PtCo(1:7)/GR and PtCo(1:44)/GR catalysts
outperformed the bare Co/GR catalyst. Since the Co/GR catalyst exhibits significantly lower anodic currents
as compared to those of the graphene supported PtCo catalysts with the different Pt:Co molar ratios, the
enhanced electrocatalytic activity of the synthesized PtCo/GR catalysts may be ascribed to PtCo alloy
formation and Pt electronic structure change due to the presence of Co [9-12].

To represent the mass activity of the Pt/C and graphene supported PtCo catalysts, methanol oxidat'ﬁ)nQ
current densities were normalized by the Pt loadings for each catalyst. Figure 2d shows bar columns 0

methanol oxidation mass activities for the investigated catalysts at a the potential values of k I‘
Methanol oxidation current densities normalized by the Pt loadings are ca. 14.8, 15.4 and 26.2 time@r
at the PtCo(1:44)/GR, PtCo(1:1)/GR and PtCo(1:7)/GR catalysts as compared to those at Pt/C (Fi as
been found that the graphene supported PtCo catalysts with the Pt:Co molar ratios equal to {&, N d 144
show an enhanced electrocatalytic activity towards the electro-oxidation of methgligl in€Ngn alkaline

medium as compared with that of the bare Pt/C catalyst. L 4
e

The electrochemical stability of catalysts for methanol electro-oxidation was j
chronoamperometry. Fig. 3 shows the data obtained at the PtCo(L:1)/GR, PtCg(!\ , PtCo(1:44)/GR and
Pt/C catalysts recorded at a constant potential of 0 Vina 1l M CH30OH + 0. solution at 25 oC at
the end of experimental period (t = 5 min). As evident from Fig. 3a, at the end xperimental period (t=5
min), the current densities recorded at the PtCo(1:44)/GR, PtCo(l:ldetCo(lﬁ)/GR catalysts are ca.

d by means of

3.1, 4.8 and 7.9, respectively, are greater as compared to those a ) eas ca. 1.6 and 2.6 times higher

current densities are obtained at PtCo(1:7)/GR than those at Pt nd PtCo(1:44)/GR, respectively.

| (@) PiCo/GR i L () PtCo/GR

—_ —
L] LA

Current Density (mA/em”)

Mass Activity (mA/mg,)

0

Figure 3. Bar columr@ethanol oxidation current densities (a) and those normalized by the Pt loadings

for each catalys Ined at the end of experimental period of 5 min, recorded at 0 V vs. SHE in 1 M

CH30OH + o.@ at 25 oC.

The Pt @ent values for the electro-oxidation of methanol, recorded on the PtCo(1:7)/GR catalyst, are
amd 1.9 times greater than those on the PtCo(1:1)/GR and PtCo(1:44)/GR catalysts, respectively

should be noted that the investigated PtCo(1:1)/GR, PtCo(1:7)/GR and PtCo(1:44)/GR catalysts

formed the bare Pt/C catalyst, i.e., the Pt mass current values are ca. 9.5, 11.6 and 18.4 times higher at

:44)/GR, PtCo(1:1)/GR and PtCo(1:7)/GR than those at Pt/C. These data confirm the data obtained by
clic voltammetry.

IV. Conclusions

The graphene supported platinum-cobalt catalysts with the Pt:Co molar ratios equal to 11, 1:7 and 1:44, with
Pt nanoparticles of ca. -3 nm in size, were prepared by microwave synthesis. Highest electrocatalytic
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activity towards the electro-oxidation of methanol shows the graphene supported PtCo catalyst with a Pt:Co
molar ratio equal to 1:7 as compared with those at the graphene supported PtCo catalyst with the Pt:Co
molar ratios equal to 1:1 and 1:44 and bare Co catalysts and the commercial Pt/C catalyst with 10 wt.% Pt
loading. The graphene supported PtCo catalysts synthesized by means of rapid microwave synthesis seem
to be a promising anode material for direct methanol fuel cells.
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Abstract: - In IT industry, the achievement of project depends upon the way desired pr&geict orpplication
delivered in stipulated time, with negligible deviation on schedule & most importg t ®ithin limits.
Here software project management plays a challenging and onerous role to pull off s and for which
smart project planning with broad thought process is required.

This paper highlights the common size estimation metrics as a number of @Zon models depend on a
software size as an input. Also discuss different algorithmic & non algorithmi&e®st estimation models that
have been anticipated and used successfully in the industry. Every (Rt € in®tion model has its own pros
and cons. At the end of paper, comparative analysis of vari - ion models is provided in the
company of correlation of cost estimation models with project O& S.

Keywords:-Source Line of Code (SLOC), Function Point tructive Cost Model, Software Lifecycle
Management(SLIM), EAF (Effort Adjustment Factor),Cost §gtiglation, Effort Estimation.

. 1 dostion

For software project management, cost esti @ ithe most demanding tasks. Software cost estimation is
a composite activity that requires aw S e number of parameters about the project for which the
estimate is constructed. Software pras& knows the significance of realistic estimation of effort to the
successful organization of softwar§yprojec®. Pragmatic estimation at the commencement of project’s life
cycle permits project managers & flev@gpment organizations to manage resources effectively.

Software cost estimation is usjye

are some important indicQr{#@ gnsider
e of project 2. Effort required
@ Cost essential to 4. Time/Schedule taken
O develop project by the project

The full p \organized in sections which are listed as below. Section Il describes related work in
i Section Il describes the problem statement, Section IV discuss the literature review,
Secti xBlains size estimation, Section VI explains various algorithmic & non algorithmic estimation
) Section VII describes comparative analysis of various estimation techniques, Section VIII
es proposed metric and Section IX includes the conclusion and future work.

I1. Related Work

Defining the project estimation early in the development life cycle is supreme challenge. K. Ramesh et al.
[4] analyze algorithmic & non-algorithmic models and provide depth review of software and project
estimation techniques existing in industry. Vahid et al. [3] focused on all the existing methods for
software cost estimation methods and comparing their features. It is useful for selecting the special
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method for each project. Lionel et al. [5] investigate data-driven approach for software cost estimation.
They investigate which estimation technique produces accurate results either using typical software
development cost data or organization specific data. Lalit et al. [2] represents modern idea which is based
on PCA (Principal Component Analysis) with Artificial Neural Network by keeping the base of
Constructive Cost Model 11 model. Where PCA can filters multiple input values into a few certain values.
It also helps in reducing the gap between actual and estimated effort. Lionel et al.[8] replicates a
comprehensive comparison of common estimation techniques within different organizational contexts. ®

Barry Boehm et al. [6] summarizes several classes of software cost estimation models and techni
Abedallah et al. [7] describes the issues in software cost estimation (SCE) where they mentioned tha
is a process used in software development industry to estimate or predict the resource, efforts, ¢

development process. K
I11. Problem Statement & .

S.

91

N

To support the cost estimation as one of the major project failure reason, it% ely necessary to

understand the correct way of such estimation(s). The basic objective of this p
1. To propose a consolidated document highlighting the compa%

techniques.

analysis of estimation

*
2. To propose a metric this can suggest the suitable e 'ﬁ'@chnique for different types of
projects.

IV. Literature @

Software cost estimation is totally fluctuating as it does

reasons which affect the accurate cost estimation an reasons are:
1. Lack of user involvement,
2. Improper use of cost estimation te @ e due to failure in understanding project parameters,
3. Poor Planning,
4. Requirements of projects are g continuously,
5. New requirements are a , but®he original estimation cannot be changed,
6. Lack of awareness in un ding the estimating techniques,
7. Historical data is sel able for calibration of estimates.

6 V. Size Estimation

Exact estimation g ment effort and cost is totally depending on accurate prediction of the software

size. Two su& echniques are
L

i7e Estimation

ource Line of Code is the oldest metric for estimating project size. SLOC is nothing but the

S
Qr of lines of the delivered source code of the software; SLOC estimation of a software system can be
ed from experience, the size of previous project, the size of a competitor’s project, and breaking down
e system into smaller modules and estimating the SLOC of each module. SLOC is calculated by

considering a as smallest, b as largest and m as most likely size (Roger S. Pressman, 2005).

Table 1: Stepwise SLOC Calculation

| Steps | Formulas | Steps | Formulas
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Expected
Expected SLOC for =
SLOCfor | E, = w entire Fae i L
Module E;j software
system E
Standard SD of the
deviation expected
of each of |b—a| SLOC for =
the SD, = entire = gs
estimates software
Ei system
Note:- n is the total number of module.

Table 2: Stepwise FP Calculation

>

Steps Execution R
Identify the function for a given indicator, Rate e n's complexity must as low,
l. average, or high. It is necessary to define a wej above indicator which can be
between
] UFP for entire system=Sum of (Each function c weight associated with its complexity
li. .
Ufnadju_sted 3 5 Where ¥ is the weight for row i and column j
unction FP = X Xij - is the function count in cell i,j.
Soints UFP ;Z} WX, j J
=l j=
m UFP do not consider environ iables for calculating effort. List of 14 general system
Calculating indicators are rated Q ith respect to their likely effect for the system being
adjusted Counted\.Nh Ci - val f | syst
function o 14 ere Ci - Value of general system
points VAF =0.65+0.01 3 c, characterstic i , for 0<=Ci<=5
=1
IV. FP FP=UFP X VAF
Vi SF'EE n Size(KLOC) = (FP X Selected Language)/1000

V1. Cost Estimation Techniques

More than 4\Qany more estimation models have been proposed. They fall in two categories

L

O

ithmic Approach
Algorithmic Approach

Algorithmic (Conventional) Software Cost Estimation

uses parametric models which are derived from the statistical project data. Algorithmic Methods are

1.Putman Model (SLIM)
3.Linear Model
5.Checkpoint

Int Congress 2014

2. Seer-Sem
4. Multiplicative Model
6. Boehm’s Model (COCOMO 81 & 1)
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Non-Algorithmic (Non Parametric) Software Cost Estimation

It is based on soft computing technique. Soft computing consists of distinct concept & techniques
which aim to overcome difficulties encountered in real world problems. Non Algorithmic methods are

1. Estimation By Analogy 3. Machine Learning Models
. a. Neural Network .
2. Expert judgment b. Regression Model \
c. Fuzzy Logic
d. Genetic Algorithm 6 ¢

1. Putman’s Model x
This model has been proposed by Putman according to manpower distribution a K' ination of

many software projects [3]. It is used for cost estimation and manpower scheduling e. Equation is

[3]
Eiteit — (B & E YT yn g9 a%

Where Effort is the effort in person-year

E-Environment factor that gives development capability S-Size in LOC
Do-Manpower build-up factor, ranges from 8(new software) t bunt software)
In the late 1970's, Larry Putnam developed the Software LI e Model (SLIM). SLIM is based on Putnam’s

analysis of the life cycle in terms of a so called Raylei istribution of project personal level versus time [6].

2. SEER-SEM (Software Evaluation a ation of Resources-Software Estimating
( >/I del)

SEER-SEM model is proposed in 1980&&d0rath [3]. It covers all phases of the project life-cycle, from
specification through design, deveMygment®¥elivery and maintenance. It grip a mixture of environmental &

application configurations like cl rver, standalone, distributed, graphics, etc. SEER SEM uses sizing

metrics as SLOC and FP. @

It is used in the I@volutionary software cost estimation study carried by System Development
Corporation.Li | consist of straightforward construction with a plain equation:

WO

~~ n
Effort= a, + > _ a,x

3. Linear models

W@Cost driver variables a; - Set of coefficients which provide finest to a set of
0 ata points

Multiplicative cost estimating model uses following form:

4. Multiplicative Model

Effort = a S i o
OHz:l < Where Ageerennnn. a, - set of coefficients, Xi oov.. Xn - cost
driver variables.
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Here xi can obtain only 3 possible values: -1, 0, +1. This model works fine if the variables chosen are sensibly
independent [3].

5. Checkpoint

Research, Inc and is based on actual historical information from approximately 4,700 software projects

Checkpoint is a commercial proprietary model developed by T. Capers Jones of Software ProductivityQ

Checkpoint analyzes the project classification information like nature, scope, class and kind. An exclusi

and the costs of producing the project's deliverables.

aspect of the CHECKPOINT model is based on FP. Checkpoint predicts the initial staffing, effort, sch@\§

COCOMO model used by thousands of software project managers and it is the s
projects, this model calculate project effort and development time. It is structured in

6. Boehm’s Model (COCOMO 81 & COCOMO I1I)

1. COCOMO | or COCOMO '8!

Effort using:

Effort =a

Coefficients a & b depend on mode of the develop

* (KLOC)"

Table

f ®0s software
rts

2. COCOMO Il (Advanced

Y

Boehm proposed 3 levels of the model: Basic, Intermediate, Detailed COCOMO. It calculates Development

COCOMO |

opment modes

expressed in person months (PMs) or Man-Month (MM).

here are 3 modes of development.

Development Mode ) P_roject Charac_teristics _
Siz Innovation | Constraints | Dev. Environment
Organic mall Little Not Tight Stable
ium |  Medium Medium Medium
Large Greater Tight Complex Hardware

Factors

Intermediate COCOMO

Detailed COCOMO

E Good for quick, early,

In addition, 15 cost drivers are
rated to calculate effort
multiplier.

It include all uniqueness of
intermediate version with an
assessment of cost driver's

Ba rough estimation. EAF uses 15 parameters . .
. impact on each step (analysis,
covering Product, Personnel, .
. design, etc.) of software
Computer, and Project engineering process [14]
familiarity. g gp '
Medium sized projects. Large sized projects.
Cost drivers are based on Cost drivers are based on
Applicable | Small to medium products product reliability, database | requirements, analysis, design,

size, execution & storages.
Team size is medium.

testing and maintenance.

Team size is large.
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It uses Effort Multipliers for
every phase of a project. Four
phases:

RPD - Requirements Planning &
Product Design

DD - Detailed Design
CUT - Code & Unit Test ¢
IT - Integrate & Test

EAF=El*E2* .. *EI5
Formula Effort =a * (KLOC )°
Effort = a * EAF * (KLOC)"

Cost Driver Rating RPD DD cuT T

ACAP Verylow 180 135 135 1.5C
~

Values of COCOMO a_ a . b I~ Low 085 085 085 12¢C
a, b, cfor3 Values (Basic) (Intermediate) Nominal 1.00 1.00 1.00 1.0C
developme Organic 2.4 3.2 1.05 0l3 High 0.75 090 000 0.8t

nt mode Semi-Detached 3.0 3.0 1.12 0/3 Very High 996 078 076 o7¢

Embedded 36 28 120 | o3z |Anal ‘;Dli_lity effort
iplier

COCOMO I

COCOMO Il was developed in 1995 by Barry Boehm & his team

*
. @the COCOMO I, but uses more
complex formula. It reflects recent software development proci x mes in three versions:

1. Application Composition Model 2. Early Desi el 3. Post Architecture Model

Table 5: Comparative Informa f COCOMO I

Parameters | Application composition model rly design model Post architecture model

Useful when only
requirements are
available & design has
not yet started.

It is used during the actual
development & maintenance
of software products.

for Project or Prototype develop

Applicable Rapid application devel p{
Like

N
Effort = A* Size® * | | EM
i=1

Eff :@ D sz.S’l—l—0.0liS‘l—? 091 <=5Hhb<1 23
Equation re Where Effort is in person-months & Size is in KSLOC
N . of object point
[»)

A- Constant derived from historical project data
B - Exponent which is replaced by 5 scale factors
EM;- Effort multiplier(7-Early design,17-Post
architecture) for i cost driver.

Sizing Object Points are used. Uses FP which then converted to SLOC.

e productivity rate

Uses no of screens, reports, & 3GL 7 Cost Dnvers_ are
components that will comprise L Produgt reliability
application. 3 2 pIRffquwe([j)ife_zus? Cost Drivers are based on
. Object | Complexity Weight ' atform Difficufty 1. Product,
tails Type | S. [ M. D. 4. Personnel 2. Platform,
Screen 1 2 3 Capability 3. Personnel and
Report 2 5 8 > Perso_nnel 4. Project
Experience
3GL _ 10 6. Faculties
S - Simple 7. Schedule
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M - Medium 5 Scale Factors are

D - Difficult 1. Precedent 2. Team Cohesion

3. Development/Flexibility 4. Process Maturity
5. Architecture Risk Resolution

Table 6: Differences Between COCOMO | and COCOMO I . Q

Parameters COCOMO | COCOMO I
-~ ¢
Development Life . Useful in non-sequential, rapid develo
Useful in waterfall models . -
Cycle reengineering and reuse models ofojy 2.
Size Delivered Source Instructions
(thousands) i.e. KDSI as an input.
. Effort equation's exponent is
Equation ;
determined by 3 development
Exponent
modes.
Cost Driver 15 cost drivers attributes
Estimation It provides estimates of effort and Provides estimais, represent one standard
Accuracy schedule. deviation arou e most likely estimate.
Data Points 63 Projects Referred R Mrojects Referred
Model based upon \ er enhancements :
Model Difference L. Linear reuse formula \ on Linear reuse formula
2. Assumption of reasonably stable 2 odel which looks at effort needed to

requirements. Q understand & assimilate.
Non-Algorithggic Technique

1. Estimation by Analogy (EbA): EbA is base
repository. EbA compare the projected prog

project development information is k .
subsystem level. [10] K
Major issues are: the selection o opriate similarity or distance functions, the selection of applicable
project attributes (in our caS@ ers), and the assessment about the number of similar projects to

n§inding efforts for similar projects from the project
earlier accomplished analogous project where the
ethod can be used either at the total project level or at

retrieve (analogies). EbA4g ¢ atively straightforward. Actually in some admiration, it is a systematic
form of expert decision si t often searches for similar situations so as to inform their opinion.

2. Expert Judgmen@od: Expert judgment methods rely on the use of human expertise to estimate
software cost. TheNg d takes advices from experts who have extensive experiences in similar projects.
The experts timates using their own methods and experience [4][14]. This method is usually used
when therggs itation in finding data and gathering requirements. Consultation is the basic issue in this
method %rhi provides a broad communication bandwidth for the experts to exchange the volume of

infor cessary to calibrate their estimates with those of the other experts [4].

chine Learning Models: Machine learning explores the mechanism through which knowledge is
based on experience. It is used to assemble a bunch of techniques which symbolize some of the facts
human mind. It covers Artificial Neural Networks (ANN), which is a simplified model of brain. ANN is a

achine learning approach that models human brain & encompass number of artificial neurons. ANN is
organized in 3 layers: Input Layer, Intermediate or Hidden Layer, Output Layer

ANN is used in cost estimation because of its ability to learn from earlier data. It is also able to model
complex interaction between the dependent (effort) & independent variables (cost drivers).
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Regression Model: Regression analysis is a statistical technique for modeling and analyzing variables. It
models the relation between a set of input variables, and one or more output variables, which are
considered somewhat dependent on the inputs, on the basis of a finite set of input/output observations.

Fuzzy Logic: All systems, which work based on the fuzzy logic try to replicate human behavior and
reasoning. Many times, decision making is very hard and circumstances are vague, fuzzy systems are an
efficient tool in such situations [3]. Fuzzy is nothing but the thing which is not accurate, understandablesg
distinct; blurred. Fuzzy Logic is a method to resolve troubles which are too multifaceted to be comprehen

quantitatively. It is a multi-valued logic, which allows halfway values to be defined between sjsigh
evaluations like high/low, yes/no and true/false. Each problem must symbolize in terms of fuzzy set like,
Fuzzy set = {Slowest, Slow, Fast, Fastest} instead of only {Slow, Fast}, Fuzzy set= {0.0-0.15, 0.15-0.30, 0.30-
0.45, 0.45-0.60}

For the software cost estimation, it can be used with COCOMO. Steps involved are:
Step L: Fuzzification has been done by scale factors, cost drivers and size .

Step 2: Principles of COCOMO are considered.

Step 3: De Fuzzification is accomplished to gain effort.

K>
2

Genetic Algorithm (GA): GA is used to solve a problem for which little is@n. They are very general
algorithms & work well in any search space. It does not require Wr &«nowledge, expertise or logic

related to the particular problem being solved [20]. GA generat 2
to the problem being investigated. Each of the solutions is eva X/
value is assigned to each solution. Using GA, given a number

one o/p parameter, construct an expression of the i/p pa
parameter for any set of values of the i/p parameters. Th

f randomly generated solutions
d out how fit it is, and a suitable
alues for a set of i/p parameters and
hich best predicts the value of the o/p

r
@t obtained depends on the fitness function

used.
VII. Co ra§ive Analysis
Table 7: Compargti a@s of various estimation techniques
Model Disadvantages
1. Highly dependent on the SLOC.
2. Incapable to handle exceptional
SLIM ) conditions.
3. Easyto Nlter & customize formulas. 3. Some experience & factors can't be
4. Cime N1y calibrated to experience. quantified.
4. Not suitable for small projects.
Seer-Sem atize project fundamentals into

O

COCOMO

S for convenient planning & control.
2. Estimation is based on sizable
knowledge of existing projects.

1. Project exact size is key concern in this
model.

1. Easy to adapt, use & very
understandable.
2. Works on historical data & hence is more
predictable & accurate.
3. Consider various factors that affect cost
of project.
4. Works well on similar projects.
5. Conquer the problem of reengineering
and reuse of software modules.

1. Much data is required & not suitable for all
project
2. Itignores requirements and all
documentation.

3. It ignores hardware issues.

4. Dependent on the totality of time spent in

each phase.
5. Personnel experience may be obsolete.

6. Must know the cost drivers.
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Estimating by

1. Depend on actual project data & past
experience.

1. Representativeness of the experience

Analogy 2. Estimators past knowledge can be utilize 2 C_omp_arable projects may not exist;
S . 3. Historical data may not be accurate.
which is not easy to quantify.
1. Expert with significant knowledge can 1. Totally dependent on the 'expert’
Experts offer good estimation. Fast estimation. 2. This method can't be quantified.
Judgment 2. Experts can factor in discrepancy 3. Difficult to document factors used by’
between precedent project experience & experts.
necessities of the projected project. 4. Expert may be optimistic and ur%l
1. Highly non-linear modeling which 1. It cannot extrapolate the results.
Neural needs less formal statistical training. 2. Extracting the knowledge is too difficult.
Network 2. It can handle large amount of data sets; | 3. Immaterial variables ngay irﬂdﬁrther
3. Do not require a priori knowledge i
about the data. 4. Input dimensionalit 0 o‘mputational
4. Have strength & fault-tolerant complexity & me quirements of
capability. m \ ase.
1. Accurate estimation & understandability. 1. Hard to ugs# ining the degree of
2. It is inherently robust since it does not me Iness is difficult.
Fuzzy Logic require precise, noise-free inputs. 2. Needgnou xpert knowledge for the
3. Can control nonlinear systems o)} @ on of the rule base, mixture of
4. Training is not required. Nptts and the de-Fuzzification.
1. Applied to optimization problem.
Gene_ztic 2. Does not rely upon specific knowledge e genetic algorithm is more complex to
Algorithm of the problems.

3. Robust & flexible so that they applied
work well in complex syste

implement.

VIlIl. Rese

roposed Model

.

Cost of software is heavily depending upon the software quality. Quality is a relative term and mainly
relates with the customer / end user perception in terms of getting satisfaction when using that software.
Quiality of Software is about magnification of the extension of software desirable characteristics. Till now as
per the literature survey it has been observed that costing of a project is done based on the manpower
requirements and the time requirements. But project costing should consider project parameters also.
Quiality of software project affects project cost and software project quality depends upon software project
performance. Software project performance can be measured through its functional and nonfunctional
attributes. It will be good if cost estimation model can be applied after considering the software parameters
and attributes depending upon software project type. Researcher would like to suggest the existing cost
estimation model which can be applicable to various software projects. This is a review based analysis.
Practical implications would be implemented in future for getting primary results.

{\\

O
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Table 8: Suggested cost model(S) based on project parameters

S.NO. Project type Project parameters Suggested cost model(s)
Architecture Compatibility
Complexity
System Software Memory Performance Checkpoint COCOMO
! (e.g. Operating Organization Fuzzy Logic ANN ¢
Systems, Utility Risk Management Security Expert
Programs, Drivers) Development Usability Judgment *
Environment, 6
Integrity
Configuration Maintainability
Application Software Security Portability GA imation
2 (e.g. General Purpose, Usability Compatibility Expe @y Analogy
Tailor Made Software) Complexity Scalability Judg
Adaptability Performance
Research Oriented Speed Performance %
- - int ANN
Software Reliability Usability
3 - . o MO Expert
(e.g.Anti-Virus, Security Maintainability Judgment
Network Utilities) Efficiency  Development Mg *

IX. Conclusion & Futur

In this paper, Researcher(s) have compared techniques for g software project effort and cost. These
techniques have been compared in terms of accuracy, arency and ease of configuration. Despite
finding that there are dissimilarity in forecasting ision, researchers fall out that there may be other
characteristics of these technique that will have , If not greater, impact upon their adoption. The
results shown in all these approach demand a | investigation, particularly to explore the effect of
various parameters on the models in term of@ g robustness and accuracy. It also offers the potential

to provide more transparent solutions Kﬂ ct also requires further research.
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Abstract- The next generation of wireless communication systems will be basge gterogeneous
concepts and technologies that are still evolving. Ongoing world-wide adoption of @ pgeneous mobile
devices has created an unprecedented demand for data access by the user in % d of e-commerce or
social media or entertainment applications from anywhere, at any time wit d Quality of Services
(QoS). Heterogeneous devices used by the divergent users are characterized rent bandwidth, latency
and jitter requirements. This divergence characteristic of devices requc e by the service provider to
end users. To overcome this issue, we introduce a novel algorithm%nce the QoS for heterogeneous
mobile devices. Evaluation of our proposed algorithm results N\ ent of QoS parameters such as
bandwidth, delay, and jitter during data request and retrieva N)Creasing importance of such diverse
scenarios in which mobile networks concatenated with mult J¢bnets are connected to a backbone IP
has recently been recognized by the Internet Engineering orce (IETF), where the working group will
study the Network Mobility (NEMO) these and other scen

1. 1 tion

location (ie, the spatial coordinates) eral notion of services. With the development of mobile
communication, these applicationg rep a challenge both conceptually and technically novel. Clearly,
most of these applications will bggart of" daily life tomorrow that runs on computers, personal digital
assistants (PDASs) [1], phones, and @ By providing users added value to the mere location information is
a complex task. Given the v ¥ possible applications, the basic requirements of LBS are numerous.
Among them we can meniQ existence of rules, to computationally efficient, powerful and yet user-
friendly human-machine @ aces. This work aims to understand and describe in an accessible manner the
different concepts th oWt mobile LBS. It is written by experts in the relevant subjects. The main issues

The location-based services (LBS) term is oncept that denotes applications integrating geographic
n

¥y management authorities. “Technical feasibility "in this context means that unlike in the United
European regulators do not meet the highest levels of precision such as GPS for locating emergency
-Though GPS allows a cell phone to be located accurately, European operators have the right to start
ith precision levels of their mobile networks can offer right now. Given that over 80% of European
operators have launched the so-called Cell-ID [C103] technology for positioning Mobile, very low levels of
accuracy can only be offered by now in emergency: 100 meters potentially in urban areas, but only up to 3 -
kilometer accuracy in rural areas. In this case, the local content is local to the immediate location of the
consumer. Some of these applications couple LBS with notification services, automatically alerting users
when they are near a preset destination. LBS Proponents believe that these services will create new markets
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and new revenue opportunities for device manufacturers, wireless service providers, and application
developers. The main objective of this project is to propose a novel algorithm to improve the QoS for
Heterogeneous mobile devices [4] which makes the discovery of available heterogeneous devices around
the user and provide qualitative QoS to the users irrespective of their devices. The interconnection of these
various wireless technologies for the efficient delivery of services and value-added applications takes several

management, provision of quality of service (QoS) and security.

difficult issues. Some of these problems are related to architectures, resource allocations, mobility
. Q

;q ’
The existing work on Location based service is evaluated and the observation made as folloﬂ he

Il. Related Work

method of measurement without GPS, in DL / UL, AMS receives / transmits signals to /

measurement LBS ABSs. As is known for single carrier operation, most LBS measureme

TOA and TDOA) should be performed between multiple ABS AMS and at different t
only receives / transmits measurement signals to / from an ABS by chance tra

example, when it is performing the U-TDOA measurement, serving ABS must
ABSs get dedicated ranging resource for location measurement, and
parameters to AMS. Then, AMS can use the parameters ranging from info
CDMA codes dedicated to these securities through a single carrier in di

these

Location based service (LBS) [5] are information services accessible% } b#e devices thro

networks is rapidly increasing day by day. There are two aspec

bile device. The

N\

0 Itiple

etigls (such as

M@ means that
receives. For

ith neighboring

measurement

and send as dedicated
nt moments of meeting.

ugh the mobile
use of mobile

network and utilizing the ability to make use of the location
N ile networks and host mobility and

network mobility. Protocols used to host mobility handle

Internet. But the protocols used for network mobility ca
Internet with the help of mobile router. The need for the
in mobile platforms such as car, bus, train, etc. The |
Basic Support Protocol (BSP) are used to support

The management strategy based on a mes

destination. To send a data message

target location and makes an applica
addition, each intermediate nod
destination. Upon receipt of the

acknowledgment is not receiv

across the network as recqye
message data across the

A

epea

erne

ingle node to be connected to the

entire network to be co

nnected to the

rt Network Mobility (NEMO) is inevitable

otocol Mobile 6 (MIPv6) version and NEMO
ho% mobility and network mobility, respectively.

ent to a neighbor that is closer to the direction of
ion, a source node draws a circle around the probable

&ea by drawing two tangents on either side of the circle. In
the same process until the data message is delivered to the

message, the destination sends an acknowledgment source. If the

stipulated source assumes failure and floods the message route data
ine. If the target location information is outdated, the source floods the
stead of creating an area of request.

Resource

1
ac S

Priority.

Packet delay
budget

Packet error loss
rate

Example services

\ 1

C :

GBR

2

100 ms

10

Conversational voice

4

150 ms

10°%

Conversational video (live streaming)

3

50 ms

1073

Real time gaming

300 ms

10

Non-conversational video (buffered streaming)

O

Non-GBR

100 ms

10°

IMS signaling

300 ms

10

Video (buffered streaming)
TCP-based (e.g., www, e-mail, chat, ftp, p2p file
sharing, progressive video, etc.)

100 ms

10°¢

Voice, Video (live streaming), Interactive
gaming

300ms

10

Video (buffered streaming)

10

TCP-based (e.g., www, e-mail, chat, ftp, p2p file

sharing, progressive video, etc.)
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I11. Methodology
A. Device Discovery and Service Selection Algorithm

Pseudo code for the device discovery and service selection algorithm is shown in Figure land the process
flow shown below. We present our approach to the discovery of network nodes and the connectivity
between them. Since our approach is mainly based on first major management information base (MIB)¥
objects needed are analyzed to build our algorithm. We then use to build a discovery algorithm, which i
basically divided into three different modules, namely, device discovery, device discovery, discov ndy

connectivity. The user Device section describes the behavior of the client device as it initiates inqyj t
the location based services. The Service Device section describes the behavior of the server de It is
discovered. Note that the service device must be in a state of responding to user Device requ% der to
assist in the location based services.

5\ \
Let u be the user device 6
Let s be the service device

Let LAu be the address of the user device %
Let LAs be the address of the service device

Let QRr be the IAS Query Response from the service device

Let DD be a list of discovered devices, where DDn is device n in thg@ *

Let 1ASIa be the IAS entry for the each device \
User Device eVice
Begin s

ﬁ RetrieveUserAddress();
IAST; = Createl ASEntry(LAy);

DD = Discover();
if(size(DD) == 0)

return; while(true) {
Connect(DDy); it (Event) {
QR; = IASQuery(DDy, “:Address”); UD_DISCOVER:
if(QR, == null) DiscoveryResponse();
return; &
BA; = IRIAS_GetUserString(QR)); UD_CONNECT:
ServiceConnect(BA); ConnectResponse();
End. UD_IASQUERY:
@ UDResponse(1ASy,);
6 LBS_CONNECT:
@ LBSConnectResponse();
O }
\ End
Q IV Case Study

A. First Review

cruit the subjects for our study we conducted a survey asking mobile users for their socio-economic

atus (age, occupation, education level and family status), how long they have used mobile technologies
(year started), type of and provider for their current phone, how they think they use their current phones
for voice communication and data, which applications they use and with what frequency, general
experience with their phone, and whether their expectations (and which ones) were being met, and to
which extent. We used the responses to this survey to randomly select 30 subjects for our four-week long
study. Android Context Sensing Software (CSS)[8] Application With the rapid development of wireless
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communication networks are expected to be launched the fourth generation mobile systems in a matter of
decades. 4G mobile systems focus on seamlessly integrating the existing wireless technologies including
GSM, wireless LAN, and Bluetooth.

V Preliminary Results

belonged to the accelerometer, magnetometer and orientation CSS modules. The most energy consumin
modules were the location log module (including Global Positioning System (GPS) sensor), WLAN SOly,
and accelerometer, magnetometer, orientation, illumination and proximity modules [12]. %
2

\

By the end of the study, we collected a total of 15 GB of data from all users. The largest sized log WxQ

50

¥
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Figure 1. Scanning delay for one usawiWNg an increasing number of access points

roadcasts in the process of scanning a mobile node. A
growing number User randomly place , generate CBR traffic for access 10Mbps point. We can see
that the delay introduced in accesgthe m&id™ is still negligible compared to the loss of time to wait Probe
responses. Based on these obsegsjons, this paper aims to reduce transfer delay in WLANS access

architecture using a two-tier cons sensor control plane overlay data onto a plane.
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Figure 2. Scanning delay for several users with one access point
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A QOE Ratings

In total we have received around 7500 QOoE ratings from all users. In the first week we collected around 1300
ratings from our users, in the second 1700, in the third 2500, while in the last week there were 2000 ratings.
The high ratings (4 and 5) are much frequent than low ratings (l, 2, 3) for all the users as depicted in Fig. 5.
We conclude that in general, people seem to find their QoE to be acceptable in most cases. We expect such
results since if the user was not happy with an application, she will likely not continue using it. *

] i 6.
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Figure 3 QOE scores rati@m all users
if(Debug("Router.SendLSP")) {

cout << "SendLSP: Node: "<< node << " at:" << wNOw()<<endl;

| O
// Sends out LSP Packet &
Router_DB_Entry index;

Packet p;

String ListNeighbors;

String d =":#";

Stringh ="",; t

index = cDB[node];

if (index.cValid zg XX node not valid in cDB

cout << "F4T R SendLSP: Node not valid in LSB Database!\n";
exit(0);
AR

information and turn into String
p<String, int>::const_iterator CI;
index.cNeighbor_list.begin();i!l=index.cNeighbor_list.end();++i) {
h + i->first + d + String::Convert(i->second) + d;

// Construct LSP Packet

p[“opcode"] = OP_LSP;

p["src"] = cLocalNode;

p["node”] = node;

p[*hops"] = String::Convert(index.cHops+1);
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p['sequence”] = String::Convert(index.cSequence);
p[“age"] = String::Convert(index.cAge);
p['payload”] =h;

Coordinates Speed

-

Read GPS
andDrive

ser-Provided Proportionally
GPS Adjust Wheel f@————— No

GPS
Location
Qeached?,

Switch to Next
Coordinate

B Role of QoS %

Choice of the wireless access technology, i.e., WLAN, 2.5G, 3G or 4G, influen@resulting QoS; therefore
we expect that such a choice also influences QoE. We observed that o serseither did not use WLAN at
all (having unlimited 3G unlimited data) or left WLAN always on te C8 @ t3 predefined networks such as

in their home or office. : \\

Histogram of Oof User Ratings [ 1-5) Alorg the Study

. QOE Rating distribution over 4 weeks

In the order WiFi-4G-3 st this changes to 3G — WiFi - 4G for the ones who charge their phone less
often. A common fe g our users was that 4G was as good as WLAN but drained too much battery.
O QoS Parameters for 3G Networks
\ - Traffic class
Q - THP (Interactive class)
- ARP
|

N

0 PP Cont 0

- THP - Traffic Handling Priority GGSN
- ARP - Allocation and Retention Priority

- GBR - Guaranteed Bit Rate

- MBR - Maximum Bit Rate

Figure 5. Quality of Service Overview
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C. Some Factors Influencing QoE

For most of our users, it was not natural to talk about their QoE experiences; they implicitly assumed that

with the study instruments being used, we could measure and understand all the factors influencing itWe
observed that user's QoE is influenced by application designs such as web browser page scrolling
capabilities, or a specification of the built-in dictionary for messaging. This is one of the biggest problems

that we will face in our final data analysis: a user scores an application with a particular QoE value du Q
any subjective reason, including an interface-related reason. For example, if a person uses an application?&
which a slider is too small for her fingers, and she constantly has trouble interacting with it, her su%/e.
experience will be low, despite having an excellent QoS.

VI Conclusion @

A lot of research has been done toward finding solutions for the mobile QoS. A es® technology
matures and wider bandwidth spectrum is allocated to mobile users, wireless data ers will demand
accuracy in data services. This paper identifies major problems, challenges and ents in providing
QoS enabled mobile applications and their corresponding candidate solugj %me existing work is
outlined as a survey, while some new ideas and proposals are presented% e research viewpoint.
Clearly, the interaction of IP-level QoS signaling protocol with advanced m ty management at the IP
level MOWLAM and other scenarios is still an exciting researg @ Murthermore, the problem of
minimizing the cost of resources over multiple wireless hops to gfluirement of end-to-end as is an
area for future research. The implications for design based o [x%c ors are numerous and our future
work includes further analysis of the collected data and identif @ f these implications for design.
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Abstract—Regression testing is to check program correctness after it was changed. But duri @ssion
testing, due to the stopping criteria followed by industries, some of the critical co on% their
dependent components might have been missed. This leads to catastrophic failure in§grms d%cost, time
and human life. To address this most important and critical problem this paper propoy ol method to
identify the critical components and prioritize them for testing based on their depe @ nd complexity
metrics before the software is delivered to the customer side. %

c

Keywords: Software Testing, Regression Testing, Component based Testing,% omponent, Metrics.

1. Introduction ,Q .

Testing is the one of the ways of assuring the quality of the pri§ cording to 40-20-40 rule, software
development consumes 40% of total time for project analysis @ sign, 20% for programming and rest of
40% for testing [17]. Hence better testing methodology s followed by the industries for producing
better product. l'@

Component based system development is desire, industries because of its flexibility, reusability,
extensibility etc., Even though the industries better testing methodology and produce quality
product, the customer may return back duct to the industry for feature enhancement or
modification of the existing functiongitWor Yaeefect fixing. After changing the product, based on the

customer’s requirements, the product be tested. This type of testing which is known as regression
testing, consumes significant por of elopment and maintenance costs [19]. Regression testing is an
important but expensive way to b nfidence that software changes introduce no new faults as software

manage the release schedWe ost. Now, the problem occurs if some of these skipped components are
critical components whi heir impact or side effect on other components. One solution is to test
potentially risky co or critical components rigorously during regression testing prior to other
components in the s

evolves [20]. In reality, the in@ ip testing some components during regression testing, in order to

This paper p a novel method to identify the critical components being tested rigorously using
known m d measures. Also, the proposed regression testing method identifies the dependent
compon of ®ach changed component. Then prioritization takes place during regression testing, which
will r tie threats related to the critical components.

O 2. Related Work

rry GAO [10, 11], proposed a model to measure the maturity levels of a component testing process.

According to McGregor [12]. All the components were classified according to three risk categories and
components falling in one category were tested at the same coverage level. But exact quantification of the
risks associated with each component is not possible using this technique and it fails to give an account of
number of most critical components that need to be tested.
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Jeya Mala et.al. [13] Proposed a technique for optimizing the test cases to improve the efficiency of the
testing process using various coverage metrics.

Srivastava [22] suggested prioritizing test cases according to the criterion of increased APFD and proposed a
new algorithm which could be able to calculate the average number of faults found per minute by a test
case and using this value to sort the test cases in decreasing order.

*
Rothermel et al [23], have described several techniques for test case prioritization and empirically examinm\o
their relative abilities to improve how quickly faults can be detected by those suites. The objectivgmis 10,
detect faults as early as possible so that the debugger will not sit idle. 6

Mao and Lu [20] proposed a testing method; Component developers should calcula t@mnge
information from labeled method call graph and provide it to component users via XML filesSNgomponent

users use this change information and their instrumentation records together to t st cases for
next-round testing.

Malishevsky et al [21] proposed cost models that would help them assess the c%nefits of techniques.
The cost-benefits models were used for regression test selection, test sfli uction, and test case
prioritization.

*
Jeya Mala et.al.[24,25] Proposed the metrics for critical compone ?tion.

The dependency based test prioritization improves the early ction when compared to traditional
test prioritization as well as total number of fault detectio eriments result suggested that quality
of a system can be improved in terms of effectiveness usin rioritization.

3. Pro rmulation

A component based system consists of ‘n’ of components and, most of the components are
dependent on each other. During regrgssj g, the verification and validation of a component based
system is a tricky task, because testing &omponents with all possible inputs is a challenging one. The
main challenge is to identify and tegt the ponents that are critical for the overall working of the system.
Also, the testers should know t the information of the modified component to identify those
components which are depen e modified component. Hence, the research problem here is to find
out the dependent comp er@ach of the modified components and locating potentially risky or highly
critical components am ependent components and finally prioritize them during regression
testing.

representati % as Component Execution Sequence Graph (CESG). This graph is a network
representayj e CBS and it consists of nodes to represent the components and edges. Figurel is a
typical oNent Execution Sequence Graph G which contains five nodes, N (G) = {A, B, C, D, E} With
Edges i, j, k, 1, m}

In this research component based system (CBS) is represented by means of a specific graphical
s (

k‘\ 1
(=T (o)
Figure 1. Component Execution Sequence Graph
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A. Critical Value Calculation
The critical value for each component is calculated as the summation of a specific class of metrics. The
selection of such metrics focuses on identifying the critical components. They are classified as external
metrics and internal metrics. The external metrics shows the dependence value of the modified component
guantitatively and are derived from the dependence attributes of the components such as Q
*
1) Fanin, 2) Fanoutand 2) Coupling between the Objects.
2
The internal metrics shows the potential complexity value of each component. The internal metric: %

3) Number of static methods (NSM), 4) Depth in Tree( DIT), 5) Number of static At
6) Number of Children (NSC), and 7) Method lines of code (MLOC).

1) Weighted Methods per Class (WMC), 2) Lack of Cohesion of Methods (LCOM) ,
utesISA),
2

Metrics and their definitions are shown in Table I.
4. Proposed Approach for Effective Regressi ing
A. Proposed Framewor *
The proposed framework is shown in Figure2. In this frame ,\glven software under test (SUT) is
analyzed and the components are extracted from it. For ponent, the proposed component

prioritize module calculates the external metric values wi to the modified component. Based on
these values, the dependent component list for each modi mponent is prepared.

Then the Internal metric value for each compon

that the total critical value for each componeri%y Iculated as the sum of internal metric values and
external metric values. The prioritizer mod % prioritizes the components based on their criticality
value and the final list will be genera&j &pftive testing. These component lists along with their test

e dependent component list is measured. After

cases are kept in the regression test d¥gbAg (RTDB). This module also provides the provision for visual
representation of critical compon@gts as &mponent Execution Sequence Graph (CESG). From the visual
representation, the tester can e
suitable test cases for rigorous

identify the dependent components. So he can easily choose the

xperimental Setup and Result Analysis

For identifying the c%omponent list, the class files are necessary for each component. To calculate the
various metrics, Byte code Analysis is applied. The class files for Software under Test (SUT) are
generated byl a compiler. This compiled format is not in the human readable format. Hence, from
the class fi eqolong file was created, in this research work. Oolong is an assembly language for the Java
Virtual @(JVM), it is nearly equivalent to the class file format but in the human readable form. For

Q@R oMent, the Oolong instructions are analyzed and then the proposed component prioritizer
alculates the External metric value and generates the dependent component List. The Internal
values and the external metric value for each dependent component are measure to identify the
al components and they are prioritized based on that value.

A range of case studies are taken from the online project libraries such as (1000projects.org,
www.itprojectsforyou.com, www.javaworld.com) for effective regression testing. These case studies are
varied in its number of classes and Lines of codes. Each case study is analyzed and the proposed metrics
were measured. The Experiment result shows that, time taken for proposed metric calculation is very tiny,
when compare with overall time taken for testing all the components.
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Figure2. Framework for Critical Component Prioritizatic%

Table I: Metrics and its definition
Metrics Description Denition
Fanin The number of other classes .
Fanin = numAy 8§oWer classes that reference a class
(MJ) that reference a class.
Fanout The number of other classes _
Fanout of other classes referenced by a class
(M2) referenced by a class
n m
Countcp =3 Ii + 3, MINVj
i=0 j=0
M = Em: Mix [L+ Argmx 0.046
ere i=0
CBO (M3) | Coupling between the ob k
Cob =
Count cp
Where k =1and is a proportionality constant which may be
@ adjusted as experimental verification [18] M; Method I, Argy, is
the Argument of method.
WMC Weigh ds per Class Sum of the McCabe Cyclomatic Complexity for all methods in
(M4) a class
. m= number of procedures (methods) in class
LCOM A ;Z:gzlinfg: the a= number of variables (attributes) in class
(M5) hesi\./eness of a class mA= number of methods that access a variable (attribute)
4 ' LCOM2 =1 - sum(mA)/(m*a)
NS Number of static methods NSM= Number of static methods
Depth in Tree. Distance from DIT = maximum inheritance path from the class to the root
7). | class Object in the inheritance class
hierarchy.
SA(M8) Number of static Attributes NSA= Number of static attributes
NSC(M9) . Total number NSC = number of immediate sub-classes of a class
of direct subclasses of a class.
MLOC Method lines of code MLOC MLOC = numbe_r of por)-blank and non-comment
(M10) lines inside method

Int Congress 2014

ISBN : 978-81-929742-3-1

Wwww.intcongress.com




ASDF Thailand Proceedings of the International Congress 2014 [IC 2014], Bangkok, Thailand 113

A. Case Study

For the first case study, ‘Vehicle Management System’ is taken. It is application software. It consists of thirty

components and 5511 lines of codes.
- - : : - s ’\Q

S

Figure 3. Component Execution Graph of the Vehicle M t

System’. For all the changed components, external metrics ed. Then for each dependent
component the internal metrics are calculated. Each compone Sgred a weight as the sum of external
and internal proposed metrics called as criticality value. Th Il shows the Vehicle Management
e. Using this value, the priority value
d based on this priority value which thus

To calculate the proposed metrics, initially all the components areqdg™{ieqd in the ‘Vehicle Management
XD

is assigned to each component. Then each component i

System project’'s components and their corresponding criti%

helps in rigorous testing of components without misging a

Vehicle Management System shown in Figure 3.

Table 11: Metric val

ehicle management System

f the critical components. The CESG for the

Component Name | € | 2|82 9 5| g |2 g 5}
AddEntry 58] 0 2 0 | 139 | 5 1.19 9 158.761 | 14
AddNewEntry I 153 0 2 0 | 293 | 5 | 1.00 | 27 | 332532 | 3
AddPassenger 1 1058 0 0 0O | 194 ] 5 |098 | 14 | 216,555 | 1

1 1000| O 2 0 | 223 | 5 | 1.05 | 26 | 258.045 | 8

3 1 1067] 0 0 0O |[368| 5 | 089 | 33 | 411551 1

0 2 {000 O 1 0 79 5 1.15 6 94.154 | 22

3 1 1.43 1 2 0 | 171 5 091 12 | 197343 | 13

0 2 {000 O 4 0 84 5 1.14 6 102.143 | 20

teChooser 0 1 1000| 0 | 10 0O | 153 | 6 | 0.85] 48 | 218.850 | 10

ployee 3 2 {096 | 1 5 O | 127 | 5 |0.00| 7 | 150.956 | 15

N mployee_report 0 2 |000| O 1 O |8 | 5 |100]| 8 |102.000 | 21
O LoginScreen 1 1 033 0 0 0 95 6 |075| 8 112.083 | 19
Main 2 0 200 1! 0 0 4 1 1000 3 13.000 | 26
MDIWindow 12 1 1471 0 1 0 | 242 | 6 | 0.85| 18 | 292324 | 5
NewEntry 1 1 105 ] 0 2 0O | 338 | 5 |082]| 27 | 375.366 | 2
NewUser 0 1 1000| O 0 0 m 5 (000 11 | 128.000 | 18
Passengers 2 1 1096 | 1 5 0O |109| 5 |0.00]| 8 131.956 | 17
Payment 2 2 124 | 0 0 0 | 218 | 5 | 097 | 16 | 245.205 | 9

Route 2 1 1048 1 5 0 | 14 5 000 | 10 | 138.478 | 16
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Schedule 3 1 1104| 0 2 0 | 263 | 5 [ 091 | 21 | 296.950 | 4
Scheduling_report | O 2 {000 O 1 0 | 77| 5 |14 |6 92.143 | 23
Show_Booked 0 1 1000 1 5 0O | 66 | 5 [000| 6 | 84.000 | 25
Show_schedules 0 1 1000 1 5 O | 73| 5 [000| 6 | 91.000 | 24
UpdateEntry 1 1 1028| 0 1 0 | 193 | 5 [ 055 | 9 | 210.826 | 12
UpdatePass 1 1 1028 | O 0 0 250 | 5
UpdateRoute 0 1 1000| O 1 0 |242| 5

088 | 14 | 272156 | 7
0.70 | 25 | 274.700 | 6 ‘\

In the case study, ‘Vehicle Management System’, the components Schedule, Booking, Employee, pa

payment are taken for modification by means of the defect injection in the components as per t 'S
[9] mutant guidelines method. The components which are dependent on the modified cq t are
identified using the external metric value associated with the modified component. JThe ternal

components are prioritized. The priority value is called as the critical value and the d ?components

metric value for each component in critical component list is calculated. Bas d% value the
n
are listed as critical component test based on their critical value.

a. Comparison with Existing ApproachesQ?

To analyze the efficiency of the proposed approach the existing two basi sion testing methods such
as Full Regression testing and Unit Regression testing are applied.4 egression testing method all
the components in the software, are tested. In the unit re |\ mg method only the modified
component is tested. ?\

During the application of each of the method, the time t eveal the defect is calculated. TABLE IlI
shows time taken by Basic Regression testing methods al proposed regression testing method. It is
depicted in Figure 4. The following inferences have made from the critical values.

As full Regression testing method tests all the oMents in the software, it takes long time to complete
the testing. Unit Regression testing method v y little amount of time because it focuses only on the
modified component. In the prop ion testing technique based on critical component
identification, the focus is not only (& Odlfled component but also on the dependent component.
During the dependent componenttesting®the critical components are identified and they are tested with
higher priority than the other. A paratively it takes more time than unit regression testing, and less
time than Full Regressmn tes though the time complexity shown in TABLE Il indicates the Unit
Regression testing takes it is not a reliable one as the dependent components of the modified
components or the co WhICh are being dependent by the modified components will not be
covered by it.

Time Comparision for different Regression Testing Methods

) 400
-g Egg B Full Regression Testing
2 100
= 0
O .5 B Unit Regression Testing
= -'\\ -, L
5 \.‘\-:.“5' d:\*} <e\*37" ) _?“ oy
= = & o« G L@ Proposed Criticality based

pricriization Approach
Changed Components

Figure 4. Time Comparison for different Regression Testing Methods
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Table I1I: Time Taken by various Regression testing and percentage of error free

Time Taken by various Regression Testing( in Sec) and % of Error free in
terms of Requirement satisfaction in the total system
Defect . . Unit Regression Proposeq C.”.tlca.“ty
. Full Regression Testing . based prioritization
e Defect Injected Testing
z Approach ¢
%) No. Component - - -
Time Time Time
% of % of % Q
Taken . Taken . Taken . *
. Requirement . Requirement . Requi t
(in Satisfaction (in Satisfaction (in S ;
Sec) Sec) Sec)
1 | Defect#! Schedule 300.23 100% 92.1 93% 155.63 %
2 | Defect#2 Booking 298.26 100% 90.3 90% 3 o " 100%
3 | Defect#3 | Employee 315.71 100% 91.2 75% T 99%
4 | Defect#4 | Passenger | 299.65 100% 81.18 8% 100%
5 | Defect#5 | Payment | 302.68 100% 85.3 80% _ (s”0.34 100%
r~ 4
This may yield negative results during its execution. Hence, based on the an the proposed regression

Regression testing methods are applied in ten different project * projects, three components are
modified. For each component testing, the time taken for t ession testing, Unit Regression
testing methods and Proposed Regression testing methods is NN all the case studies takes less time
for proposed regression testing method when compared w@ en for full regression testing method.

testing has been identified as a better method to yield reliable fqg retesting. The above three
r

Conclusion and Fu Work

ndency is measured and critical components are
r each dependent component and components are
of the above method is confirmed by ten projects. The
ndency factors in the analysis of large systems and provide the

In the proposed method, initially component’
identified. Then its criticality value is calc

prioritized based on the critical valueg E
future work plans to provide some mo
visualization tool that helps the teggers.
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Utilizing Enterprise Architecture for More
Effective Requirements Engineering
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development. Generally, requirements have a tight relationship with organizational goals aints
which can be contributed by an Enterprise Architecture (EA). This paper discusses tRgelink Metween RE
activities and EA paradigm. Our experiences in developing requirements for a series -Rale software
integration projects in both public and private sectors inspired the content of the pa|

S

I. Introduction
Developing software-intensive systems has remained a challenging actiyity in@te of remarkable progress
in computing domain. Furthermore, rapidly evolving technology gri& . isticated business requirements
are placing ever-increasing pressure on software developmen x Especially large-scale software
projects continue to fail at an unacceptable rate. One of the ns for these failures is the inability
of conveying requirements to intended software product. Thdefdyg, the following statement emphasmng
the utmost importance of an effective RE still preserve i
software system is deciding precisely what to build. N®XQtEr single part of the conceptual work is as

difficult as establishing the detailed technical requjsgnents, including all of the interfaces to people, to
machines, and to other software systems. No oth the work so cripples the resulting system if done

Abstract-Requirements Engineering (RE) plays a vital role in successful software-inte i%tems
az r

software development phase. In orde fail at the first step, it is crucial to detect the right sources to
derive requirements. Ideally, b stra®gic goals and tactical demands are the motivation behind
requirements. The Open Group itecture Framework (TOGAFTM) puts goals and requirements in the
heart of the architecture devgimg process. Business goals are identified explicitly in EA which is a
conceptual blueprint tha 'N the structure and operation of an organization [2]. For the last two
decades, EA has evolved ﬁ practice providing pragmatic artifacts such as requirements, specifications,
guiding principles, gteptual models that describe the next major stage of evolution of an
organization, often the “future state” [3]. With its dynamic nature, EA may become not only a
valuable resqur during requirements development phase, but also an important reference usable
throughout& RE process

wrong. No other part is more difficult to recti
RE process aims to determine a baseli% ements correctly first and then manage it throughout the
r

In this pgP ® present and argue our premise that EA should play a more significant role in RE process.

Igm and accentuates its benefits for the employing enterprise. Section IV conveys our findings and

commendations in RE gained in the course of a variety of complex software integration projects realized
or not only governmental but also private organizations in different domains such as finance, healthcare,
construction, energy and technology. Finally, Section V concludes with a brief summary of the subject
matter and our suggestions for future work.

~ 4
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I1. Requirements Engineering

RE is the set of activities on identifying and communicating the purpose of a software system and the cases
in which it will be used. RE connects real-world needs of stakeholders (users, customers and other
participants) to a software based system’s capabilities. Basically, RE is made up of two major processes:

requirements development and requirements management [4]. Q
*
A. Requirements Development \

2
Requirements Development phase is constructed from elicitation, analysis, specification and g n

steps. At the end of the development phase a series of baseline documents such as Software Re ents
Specification (SRS), User Requirements Specification (URS) or Business Requirements Doﬁ (BRD)
will be generated. Requirements development steps may be executed iteratively if§gy defe®§ or gap is
detected prior to the baseline [5]. *

e Requirements Elicitation %
Elicitation step is the process of determining the needs of all stakeholders. % ore, the first activity of
elicitation step is defining the stakeholders. The elicitation step aims collect requirements by
approaching from different directions such as business requ'u ®ustomer requirements, user
requirements, constraints, security requirements, informati Q ments, standards etc. The
specification of software requirements starts with observingN\j xwing people or investigating any
documentation owned by the stakeholder that defines their p . The resultant product of elicitation
step is not a well-formed specification document. It is ong list of items that defines what the
stakeholders plan to perform with the system. @

e Requirements Analysis

Requirements Analysis is the process of @ and prioritizing the requirements, organizing the
requirements in a hierarchical manner e ing the feasibility of the requirements by building proof
of concept products or prototypes. Ondf main goals of analysis step is verifying that there is no gap in
the requirements.

e Requirements Sp@ n
Specification step is th LO®1n which all the requirements are documented. The crucial point of
specification is that, ated document will be the starting point of traceability. Therefore, each
requirement written specification should be atomic, comprehensible, and should not conflict with
any other.

. ments Validation

@ line requirements document is generated.
B. Requirements Management
In the course of project lifecycle, requirements will continue to change, so the requirements document.

Requirements Management encompasses activities of managing and tracking changes in requirements.
Managing changes involves, creating a change management process (and a control board), performing
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impact analysis on changes and generating new versions of requirements document. Tracking process is
saving the history of each requirement, tracking the status and establishing the traceability matrix.

Requirements Engineering

Requirements Development Requirements Management
Manage the Change

Elicitation Track the Change
Generate Revised Baseline

.
! Analysis Requirements

I11. Enterprise Archi

Fig. 1 Phases of Requirements Engi% .
t \QX

stakeholders and system boundaries in general. The and vision, thus, constrains the set of
requirements described by the project. However, fgg large scale enterprises, we believe that defining the
project’s scope and vision is not enough for 4gcc®sful RE activities because they don't refer to
organizational context and rationale of business ggu ents which EA provides.

A project is initially defined by its scope and vision that@& the high-level business requirements,
@eﬁnition

presentation of the enterprise, used for managing the relation
defined as “strategic approach which takes a systems perspective,
c system” [7]. According to [8], EA provides:

Reference [6] describes EA as a hi
between business and IT. EA i
viewing the entire enterprise

e Strategic context olution of IT System by describing the organizational context of the

business requir
e General guide%r design.
\O B. Enterprise Frameworks

@al approach, a framework is needed for the communication of the decisions, requirements,
. nablers and feedback among the stakeholders [9]. EA frameworks like TOGAF™ and
& [10] provide guidance on how to conduct and structure the artifacts of an EA. In general, these
orks define layered architectures. For example TOGAF™ presents four architecture domains [8]:

e Business architecture defines the business strategy, governance, organization and key business
processes.

o Data architecture describes the structure of an organization’s logical and physical data assets and
data management resources.

e Applications architecture provides a blueprint for the individual applications to be deployed, their
interactions, and their relationships to the core business processes of the organization.
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e Technology architecture includes IT infrastructure, middleware, networks, communications,
processing, standards, etc.

With respect to RE, the artifacts of these four domains generally help providing the initial set of
requirements and a general set of constraints and guidelines for the further requirements development.
This encourages requirements reuse as stated in [11] [12]. For example, as demonstrated in [9], the
enterprise wide security requirements once defined are used by different systems. * Q

C. Enterprise Architecture Benefits % *
0

The benefits of following an EA are not limited to requirements reuse. One of the main ad@ f
establishing an EA is helping enterprises to align business and IT processes. As McKeen & h [13]
argues, the above mentioned strategic alignment is possible only when an organizati€gs go activities
and the information systems that support them remain in harmony. *

Several researches have been conducted to assess the further benefits of EA. Ac i [14], the primary
goals of EA with respect to practitioners are:

e To get the holistic view on the IT landscape as well as supported mss processes by creating
transparency,

L
e To manage complexity by using the holistic view a & solidating IT applications or
standardizing processes,

e To align business and IT.

This holistic approach provides the enterprise archite@ve opportunity to understand their as-is
organization. Using this information, they can jgentify the bottlenecks, unnecessary processes or

applications and points of further innovation, ich they form the shape of the future to-be
architecture. This to-be architecture, described u%ed as a reference is generally dynamic in nature, and
makes use of requirement engineering actj pictured in Fig.2 [8]. For projects, by the help of
requirements engineering activities, jhefe e architecture is adapted and specialized, and where
appropriate these adaptations are gen% in reference architecture for future re-use. This process is
named as architecture developmer®ggycle

Information
Systems
Architecture

Business Technology

Architecture Architecture

Requirements
Engineering

Architecture
Vision

Opportunities
and Solutions

%S

Architecture
Change
Management

Migration
Planning

—_[Implementation
Governance

Fig. 2 Architecture Development Cycle
Taking these benefits into consideration, we think that the lack of a solid EA in a large organization results

in poor coordination between departments, cost increases, requirement conflicts across projects and other
undesired consequences.
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IV. Findings and Recommendations

We gained experience from various software projects realized for different organizations of which the
majority did not have an EA. In this section, we will share our findings and recommendations regarding to
the correlation between effective RE activities and a solid EA.

A. Better Scope Management . \Q

High level organizational goals and strategies are either stated or referred in EA. While working yfh_ane
organization not having an EA on a software project, we went through a serious scope creep pro ! e
reason for that was all stakeholders were trying to realize their own goals since the organi a@ ones
were not clearly identified and communicated. One of our major lessons learned after 4Qis icular
project was that an organization should have a solid EA to achieve projects alignedgith & goals and
strategies. *

B. Faster Requirements Elicitation %
i

Considering that EA contains organizational goals, guidelines, princip% cies, capabilities and
constraints; its relevant parts can provide the initial set of requirements that c e input to elicitation step

[12]. o .

ature enough to be directly used in

put needed to be further detailed. For
Plicitation techniques such as devising
ghders, observing in force work processes and
S a starting point coming from EA, we experienced

We discovered that some requirements elicited by inspecting
requirements analysis step while some of them provided guid
the latter, we recommend additionally performing tra
surveys and questionnaires, organizing workshops with sta
building use-cases. Even for these cases, since ther
that the overall elicitation process was less time ¢

C. More o
<

ional Requirements

Utilizing EA also assures that the deteRn® requirements are more organizational and less personalized.
In one specific software project ere Mwolved, because of the lack of an EA, we only used traditional
techniques for requirements eIi

gn. During this step, we witnessed that interfering stakeholder
interests and frequent stake : rnover resulted in numerous repetitions. Therefore, in order to
minimize the risk that %sed by stakeholder turnover and conflicting benefits, we recommend
referring to EA in elicitatj ss, if it is available.

4

D. Requirements Re-use

Our team h% ortunity to take part in requirements development of two different projects for the
same orga i®. Some of the functional and most of the non-functional requirements dictated by EA in
the first gr8§ectwere used with minimal or no modification in the second project. Hence, we deduced that
EA d ellcitation approach enables re-use of once determined requirements as a source for other
p N the same organization.

E. Supporting Requirements Analysis
EA provides information about the business, application, data and technology architecture. Having this
knowledge in hand eases breaking down the elicited requirements into more detailed and technical ones

thus reducing the difficulty and complexity of the analysis step. In one of our projects, we elicited a user
requirement for redundancy in a multi-located distributed system. In analysis step, we examined the
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organization’s well-defined technology and data architecture and in result clearly identified the desired
requirements to achieve high availability.

F. Requirements Specification Structuring

In our works we observed that using EA provided architectural layers such as business, data, application
and technology facilitate classification of requirements in the specification step. When there is an € Q
available we utilized architectural layers to categorize and specify analyzed requirements recorded &
relevant documents. This methodology improved the structure of the specification document%hug

ensuring stakeholders to have a better grasp of the project.

EA driven requirements development reduces time spent to acquire a formal validati¥ Qm&takeholders

by eliminating the expected gaps and defects in former steps through double check er requirements

with written organizational goals and reference EA. In integration projects for org@hi#ns without EA we

had difficulties in successfully completing the validation step due to the of a large variety of
C

G. Validation and Stakeholder Management

stakeholders coming from different organizational cultures. In these even after exhausting
communication sessions with stakeholders in both elicitation and analysis ste was almost impossible to
reach a consensus among stakeholders in the first iteration of Vg s®p. The main reason of this

failure was the conflicting interests and undetermined stakehold\'l\

V. Conclusion

With all the studies and widely accepted processes aboutWg€, Jhe ability to effectively derive, trace and re-
use software requirements has still some room fgigimprovement with regard to large-scale complex
systems. Enterprise level architectural approach eCqitly emerged as a candidate concept that can have
positive impact on RE processes. In our opinion, ¥is 3proach should be used to complement current well-
defined and widely used RE processes and no@ ce any of them.

In this paper, we investigated and Iiste& of the relationships between EA and RE with reference to our
experience in various software jects. Our conclusion is that, an established EA improves the
requirements gathering, analysis, \lication and validation steps of requirements development.

managed dynamically. of architectural approach in RE becomes more prevalent, we may have

In an era of fast-changi logy and business requirements, EAs also need to be updated and
the chance of using | ed and performed RE processes to evolve and improve already established

EAs. We suggest th ould be a remarkable topic for future work.
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Abstract - Wireless sensor network consists of battery powered nodes with fixed amount of e @at are
randomly deployed in an area to gather data from its surroundings and send the collected d&gg tOw#e sink.
The routing in the network is done by finding the lowest cost path. In case of failure neidbor node,
routing is done via alternate path. In this paper, we propose a route recovery sciNg oﬁsidering the
possibility of failure of all the neighbor nodes in the system. Route recovery sche 9 De extended to

multiple failures until there is at least one neighbor available for routing. The gfitiiowefea is divided into
grids where each grid consists of S number of nodes. We bring a new moﬁ logk (anchor node) and

position it at the center of the grid which contains the failed nodes. ICC §s performed to find the
relative coordinates of all the nodes in the grid. The position of the mobile n is altered to bring in the
node without any neighbor within its coverage range and it {s e® at that position. Thus, an

alternative routing path is established \\

Index Terms— Fault location, Anchor Nodes, Disjoint Failure recovery, Wireless Sensor
Networks.

I. Intrgguction

Wireless Sensor Networks (WSNs) use a | guentity of sensors in a target area for performing
surveillance tasks such as environmental n@r g, military surveillance, animal tracking, and home
applications. Each sensor collects i a by sensing its surrounding region and transfers the
information to a sink (also called a dat’% ) via wireless transmission. Because of the features of sensors,
WSNs have been implemented inWgrsh efironments such as in the deep sea, arctic areas, and hazardous
war zones. Different from other Ny-powered apparatuses, recharging a sensor’s battery is generally
impossible. Although solar a 2nergy can be used, such energy supplies are not reliable. Equipped
with limited energy supfi&s s are much more demanding on energy conservation than the other

kinds of networks. How Ize the network’s lifetime is a critical research topic in WSNSs.

Various methods h@n proposed in the literature for organizing energy efficient WSNSs, in which
sensing the .o d network connectivity are two fundamental issues. Most of the controlled
deployment im at assigning the smallest number of sensors under the cost limitation in an area.

Sensors

Qlery powered stationary nodes which are distributed randomly in a target area. The
LN transmitted from one node to another using low cost routing (LCR). LCR is the process of
€ most inexpensive and the most efficient path between the nodes to route the information from
urce to the sink.

Il. Literature Survey
The WSN may be of any area and is theoretically considered to be a square or a rectangle. The main aim is
to deploy minimum number of sensors and yet establish a proper coverage [1]. The nodes deployed may be

static or mobile. The failure may occur due to various reasons and the failure recovery has impacts of
features life the network lifetime, quality of the information transmitted, efficiency and performance of the
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network. To simplify the fault recovery we divide the entire area into series of grids as in [2]. Previous
proposals for fault recovery concentrate on reestablishing a working path again from source to destination.

For example in [3] the failed nodes are identified and already existing sensor nodes are moved to reestablish

the route. In [4] “RIM” is used to handle more than one node failure and the neighbors of the failed node

are relocated establish connection. In [5] of nodes relocated are no path between any pair of nodes is
extended. But the main disadvantage of these approaches is that they may introduce new failures or holes

in the network, more energy can be wasted in moving the nodes over a distance. Also there exist constrai# SQ
in the number of nodes that can be moved. \

In [6], DARA, Distributed Actor Recovery Algorithm, is used to restore the connectivity of a netw a
pre-node failure level. It has two variants namely, DARA-1C and DARA-2C. DARA-IC picks up ces
one of the neighbors of a failed node and aims in minimizing the total distance travelled. DARA trives
to restore the bi-connectivity. In [7] single route or multiple path failure is handled. Sel@€HealiNg algorithm

is used in order to overcome single route failure where each node checks for a shor [Stamce neighbor
having the highest energy of all to transfer the control. In multiple path failu ission Range
increased, but the main disadvantage is that it reduces the life time of the netw, ay be used only
when there is an emergency message to communicate, say for example the fa e node’s neighbours
have failed can be informed to the sink. When all the above methods may p e un- useful we search

for a method that does not introduce new failures or holes in the network, an®ggdfere must be no constraint
in the number of nodes that can be introduced or moved. For this we introduce anchor nodes in
the network .In [8] a path planning scheme for the mobile node s’@ to with the aim of minimizing
the localization error the entire mobile node must be abl % ine their locations. In [9] the
localization protocols are proposed to without using hardwar GPS receivers, which increases node
costs. Here Curvilinear Component Analysis (CCA-MAP) used that uses a technique of patching
together relative-coordinate, local maps into a global-c ifate map. Thus uses minimum number of
anchor node to give the exact location of the node igthe ork. This CCA-MAP can be performed only
once to find the location and for the optimal posiy ing we may move the anchor node and check for
coverage for that we use an improvised version MAP algorithm called iCCA-MAP [10] that does the
procedures of CCA-MAP algorithm iterativ the node is placed optimally. Though the results of

every level of both if the algorithms arc s% main advantage is that the computational time required

for obtaining location estimates using AP is far smaller than the original CCA-MAP. The main aim
is to use minimum number of arghor N&JeS and efficiently find their positions and reestablish the lost
connectivity in the network.

E @ I111. Problems and Assumptions

Problem

hop routing We ection between a node and its neighbor is very essential. The failure of a node may
cause discymge®on in the network. A node can fail for any of a variety of reasons, e.g., broken node
hardware, a broken network, software bugs, or inadequate hardware resources.

Every node in thnsfers data to the destination in a single-hop or multi-hop fashion. In the multi-
/

A 2
If t@bor of a low cost fails, the node selects alternate route in the following way

The failure in node has been found then
Repeat
//Whether there is path to next hop neighbor
//Whether there is reply for “NEW PATH” Message
uUntil (A neighbor for transmission has been found)
End if
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Similarly if this node also fails the next best route selection in this process is possible until the node has at
least one neighbor node, if all the neighbors fail the node becomes disjoint as in Fig 1.

{ s \! ? $Q
I\ 1—#-.5. - 6
Jatamter K@

.:_-H"': gl 17 ) .

- \

L S
LETTE

ot Ry [ | Mo

*
Figure 1 Disjoint Net\No’\\Q

Thus, to establish reconnection in the network, some means h carried out. In this paper we propose
the usage of mobile nodes that we call anchor nodes. The nodes are mobile nodes until they are
anchored to their positions. The anchor nodes are m@from the sink to the location where the
connectivity is needed.

A tions

The following assumptions were made&&O

e The mobile node's identitgys knoWg as a result of the application context. If the application context
is such that it does not p e the mobile node's identity, we would at best be able to determine
relative mobility by de ighborhood changes through periodic Hello messages.

e All nodes have t nsmission range, which is assumed to be a perfect circle.

e All messages are received without error and/or collision

e All nodes hay, e computational power and memory capacity.

e Anchor nod exact information regarding their location. This is a realistic assumption since
anchors uld be mounted with a GPS module which obtains the global position of the node.

Other tec are also possible, such as manually placing the anchor nodes and keeping track of their
location er By using GPS or an arbitrary user-defined positioning system.

We

rrent position (coordinates) of the anchor nodes
= position of the nodes without any neighbors in every grid(it may be N;N,N ;N 4 etc)
-n =Sensing radius of the anchor node.

IV. Recovery from Failure

The area under consideration (the area deployed with WSNs) is divided into grids as in Fig 2.
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The number of lone nodes is counted. If any grid has 1 or more lone nod%%he grid is said to be

Figure 2 Area under consideration

Each and every node in all the grids is checked. If any node has no neighbors at all, t
neighbor of the node had failed, then it is considered as a lone node.

suffering from multiple node failure.

The number of grids containing multiple node failures is found owt. 1@ rﬁe number of mobile nodes is
taken. One anchor node is allotted for every grid with failures

The following steps are done only for the grids with failure si @ Bously.

A. Placing the anchor nodes
B. The iCCA-MAP Algorithm
C. Checking coverage.

A

@ue Anchor Nodes

r of ectangular grid. The point of intersection of the2 diagonal of
nter of the rectangular grid.

The anchors are placed at the ce
the rectangle is considered to be t

@ B. The ICCA-Map Algorithm
The iCCA-MAP algorj putes a single local map for the mobile node rather than computing the
local map of every n e network as is performed in CCA-MAP.
In iterative Curvj Mg mponent Analysis- Mobile Anchor Point (iCCA-MAP) algorithm, a local map is
built for eve m node in the network. This is usually done in a range-based scheme where the local

distance b mobile node and all the stationary nodes is measured and used as input in the form of
local dis trix. The local distance matrix of the local map is computed and used as the approximate
distal atix. Each mobile node then applies the CCA algorithm generating the relative coordinates for
eve in its local map by giving the local distance matrix as the input. The local maps are generated

. A linear transformation is applied for merging a new local map into the current map. Using the
r nodes the relative local map can be translated to an absolute local map, where coordinates reflect
e node positions based on the coordinates used to localize the anchor nodes.

C. Checking Coverage

After finding the coordinates of all the nods in the grid, an inspection is performed to check whether all the
lone nodes in the grid come within the sensing radius of the anchor node. It's done by checking whether he
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distance between the anchor node and the lone node is less than the sensing radius. If it is within the range

the connection is established and the routing can be performed via the anchor node. Otherwise if any of the

lone nodes are not covered by the newly anchor fixed anchor node then the anchor node is moved for a
random distance along the diagonal near the coordinates of the lone node. Again the iCCA-MAP algorithm

is performed and again the coverage is checked. These steps are repeated until all the lone nodes in the
particular grid come under the coverage of the anchor node. Thus a new routing path is established.

The recovery from failure can be summarized in the form of algorithm O\Q

Start .
Divide the total area into rectangular grids 6

For all grids

Do

For all nodes in the grid

Do 4
If (no of neighbors of any node=0)

Ni=node having no neighbors
i++ %
Else

No problem in the grid @
End if *
End ’Q
If i>0 \\
The grid has multiple node failure
n=no. of grids with multiple node failure
No. of anchor nodes needed=n @
For (j=0; j<=n; j++)
1. P=the point to intersection of the diaggfa

of the rectangular grid
2. Move the anchor node and place i tp

//performing ICCA-MAP
3. Use CCA-MAP to estimate3geNgcation of all

nodes in the grid
4. Construct the local ma| e grid using the

anchor node as refer
5. Compute the s rt@tance matrix of the

anchor node an the approximate
distance mafyj
6. Apply the

'o algorithm on the anchor node
g¥distance matrix and Generate
ordinates of neighbor node of the

aw ode.
Qder®e the local map of the anchor node with
evriginal relative local map.
W ransform the relative map to an absolute map
. for all nodes without neighbors
If distance (an, N;) < Reen
Alternate route established
Else
Until distance (an, N;) < Reen
Move the anchor node along the diagonal near the coordinate of Ni
End if

Repeat steps 3 to 8
Establish the alternate route
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End
End if
End
End

The initial lifetime of the network as given in [11]
. .
EN(): E0—-Eidle %
p+rxEtrans

Here EO is the initial energy of the network. Eidle is the energy wasted while the node, are%g idle p is
r&o

V. Lifetime Estimation in the Failure Recovery Process Q
.

the total power consumed by the network. R is the rate of transmission of date from d the other
and Etrans is the energy spent in that transmission. This lifetime is applicable when a des in the grid
and subsequently all the grids and ultimately the entire network is properly workiEE t any failure.

When nodes start failing the energy of the system decreases and in turn the t@ me decreases.

Consider a network that is divided into N number of grids. Each gri% umber of nodes and S is a
variable. When failure occurs the number of nodes decreases. Let 8 me that the number of nodes
failed in a grid to be n. and the number of grids without any fai TONQE

The lifetime of the network after some data transactions is

Eg =22 Pl | ore Epres = EO-XNG¥(t+ r -@s) &)

p+rxEtrans;

is the present energy of the grids and is obtained ubWacting the total energy spent in data transmission
from the initial network energy.

This equation is summed from ! to th |Qnumber of grids having failure that is got by subtracting
the number of properly working grids e total number of grids. The life time of every single grid with
failure is obtained by % . The life tge of eMery single node in grid is obtained by% and is summed over a

limit of 1 to the number of fail
equations, the equation for i
lifetime of all the failed ng

es (n) to get the total lifetime of the failed nodes. Using these
e of entire grids with failure is obtained by subtracting the total
grids from the total life time of the grids suffering from failure

Thus the life time of grid ailure is equal to

'=1X ?=1N_*]; (©))
To cope upemy e failure methods like redefining the nodes and increasing the transmission power etc.,
are use i re is at least one neighbor node to do the transmission. When all those means cannot be
imple hen a mobile node (anchor node) is introduced.

pcation to establish coverage using iCCA-MAP algorithm (Map). It is summed over the limit of 1 to the
otal number of anchor nodes in the network. That is represented by

Y5 Xie, Emobyy (4)

The life time of the network after introducing the anchor nodes in increased and is represented as
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Epresm,—Eidle
Eam =—>——a —"Fa

p+rxEtransy (5)
Here Epresm=EO- Z (t = r « Etrans)+X ™, Eom, is the present energy of the grids after introducing the

anchor node and is obtamed by subtracting the total energy spent in data transmission from the initial
network energy and the initial energy of the mobile node is added to it.

The equation is summed over a limit of 1 to the sum of number of properly working node in the network l\Q
the number of mobile nodes in it (S-n+m). It is represented by

Z ZS n+m Eam %

The total life time of the grids without any failure is got by summing Eg over a limit of 1 th&al number
of properly working grids in the network it's represented as E

=]

problem the total life time of the network EL is the sum of the initial lifetime network, the life time of
grids with failure, lifetime of the mobile node, The life time of then rlga er introducing the anchor

nodes, life time of the grids without any failure(adding -(1) ,(3) , (‘\S Thus
EL = EN, + N5 XEg’ INXTR, EL N XTI | Emoby+ENG @ a t2i, Egy (8)

The network lifetime is defined as the amount of time until any sensor run@ nergy [8], thus in our

=1 Nus
Thus from the equation (8) the total life time of the netwo il the entire energy drains out is given by
Egji _
EL=EN, + ZNX(C2 - 20, =2 + 2| Emoby, ARG ¥ Eam;,) + IX, Eg, )

@onclusion
ro e

In this paper, we have introduce overy scheme for multiple route failures that happens as the
result of an energy loss and th is no possibility to transfer the data. When there is no way of

transmitting the data new node i uced in the place of failures by means of localization algorithm and
A model has been createg fo lifetime with which it can be proven that there will be increase in
lifetime.
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Abstract: Group communication is accomplished with the aid of group key manage ent&nting
non-group members from accessing data exchanged. For improving security in wiretges netWorks trust
information has been widely used. In this work trust is used as a criterion for cluster iof Direct trust
and indirect trust is computed to identify Cluster Heads (CH) and the concept of cluster head is
introduced for effective key management. Simulation results show the proposed erforms better in

group key management than other techniques found in literature.
Keywords: Mobile ad hoc networks (MANETSs), Dynamic Source ou&)SR), Malicious Nodes,
Clustering and Key Management. . *

I. Introductio
In Adhoc network, each node acts like a router and forw ackets from one peer node to other peer
nodes. The wireless channel is accessible in both legitima ork users and for malicious attackers. As a

result, there is a blurry boundary which separates inside network from the outside world [1]. Also in
MANET, all networking functions including roy data transmission, are performed by the nodes
without the need for a central point to contrg nizes the resource management process. Therefore
security is a very challenging task. Security abilities for a network includes of the following aspects:
diation [2].

Confidentiality, integrity, authenticati n-
Encryption is the process of con%ing aylain text “unhidden”, into a cryptic text “hidden” to secure it

against data thieves. This process onsists of another part where cryptic text needs to be decrypted on

the other end to be understoo@

Many encryption algorit e available and used in information security widely. They can be categorized
into Symmetric (prj d Asymmetric (public) keys encryption algorithms. In Symmetric keys
encryption or secre ncryption, only one key is used for encrypting and decrypting the data. In
Asymmetric key ys are used such as private and public keys. Public key is used for an encryption
and private I& for the decryption technique (for e.g. RSA and ECC) [4].

ment is the most important issues in security protocol design. In a secure group
tion, key management techniques are used to provide a correct distribution and easy

bfe and efficient distribution of KEKs and GK to only valid members [5]. The KEK is derived directly
om the Authentication Key (AK), and it is 128 bits long. The KEK is not used for encrypting traffic data.
raffic Encryption Key (TEK) is generated as a random number generating in the Base Station (BS) using
the TEK encryption algorithm where KEK is used as the encryption key. TEK is then used for encrypting the
data traffic [6]. The TEK distribution mode is used to securely distribute TEKs only. The TEK distribution
mode uses asymmetric-key based proxy re-encryption schemes, and the data transfer mode uses
symmetric-key based proxy re-encryption schemes [7].
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The study is organized as follows: Section 2 reviews some of the related works available in the literature,
section 3 details the methodology used in this investigation, section 4 is proposed method, section 5 gives
the results and section 6concludes the paper.

Il. Literature Survey
of security. Multilanguage cryptography, an advancement of classical cryptography, may evolve as a choic

of classical cryptography lovers seeking a better security. Srivastava, et al., [8] proposed an algori iNg
Multilanguage approach, which generated different cipher texts at different time for the same plaiié r

Cryptography plays an integral role in secure communication and is usually the strongest link in the Ch&i&Q

a range of languages supported by Unicode. It has a better frequency distribution of characters i er
text than previous work on this approach. Bouassida, et al., [9] showed the specific challengeg t s key
management protocols for securing multicast communications in ad hoc networks, an ovid®y taxonomy
of these protocols in MANETs. A new approach, called BALADE, was also present a® based on a
sequential multi-sources model, and taken into account both localization and m nodes, while
optimizing energy and bandwidth consumptions.

Chen, et al., [10] proposed a scheme for secure group key managementum I-directional proxy re-
encryption in which each group member holds just one secret auxiliary key and logN public auxiliary keys.
This scheme was immune to the collusion attack of other members. Rahman, et al., [L1] proposed a new key
management protocol which provides a support for both pair-wise and group-wise key management with
identity pre-distributed secret. This protocol was efficient in terms of communication and storage
overhead.

~
Gomathi and Parvathavarthini [12] proposed new Cluster Based Tree (CBT) for the secure multicast key
distribution. DSDV routing protocol was used for collecting its one hop neighbours to form a cluster. John
and Samuel [13] proposed a hierarchical key management scheme using a stable and power efficient cluster
management technique. The overhead on centralize\d server has been reduced with these techniques.
Niu [14] proposed a scheme using soft encryption combined with multipath routing to provide security of
data transmission over MANETSs. This approach substantially reduces the computational overhead of
using cryptographic method to encrypt entire message while security has been ensured.

multicast tree is formed cy. To achieve fault tolerance, two multicast trees are constructed and

maintained parallels. W ee links is broken, it is substituted by the other. One tree is named blue

and the other red. embers act as group coordinators in rotation to compute/distribute

intermediate keying@mgMgials to members through active tree links. This work is undertaken in rounds

g selected in a distributed way. The latter is also responsible to maintain multicast

group conn broup coordinators compute/distribute intermediate keying materials through the
Q

Wu, et al., [15] introduced a tting adapted, simple group key management scheme in which a
r %%1

underlying to all members.

inf to all group members was proposed by Harnand Lin [16]. Here group key recovery is only
uthorized group members. Information is theoretically secure due to the confidentiality of this
rmation. Group key transportation authentication is provided.

An $ ted key transfer protocol based on secret sharing scheme that KGC can broadcast group key
I

Lim and Lim [17] suggested two group key management schemes for hierarchical self-organizing wireless
sensor network architecture, designed so that the forwarding node has more computational and
communication burden with a similar load being kept very low with other sensor nodes. This also ensures
multilevel security to sensor groups at various levels. Sensor network implements these encryption
primitives efficiently without sacrificing strength.
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A cluster-based group key management scheme for wireless sensor networks aimed at reducing
communication overhead and sensor nodes storage cost was proposed by Zhang, et al., [18]. The procedure
includes group key generation through cluster head collaboration with cluster nodes. Cluster heads are
responsible to reconstruct and delivery group key. Performance evaluations reveal that the scheme has
good security while simultaneously reducing communication overhead when compared to existing schemes

like large scale WSN.

. Q
Drira, et al., [19] proposed a group key management framework based on a trust oriented clusterim
scheme. It was demonstrated that trust is a relevant clustering criterion for group key manage t irk
MANETSs. Trust information enforce authentication and is disseminated by the mobility ofr%s
Furthermore, it helps to evict malicious nodes from the multicast session even if they are ed
members of the group. Simulation results show that the solution is efficient and typic ed to
mobility of nodes.

2
I11. Methodology

The Dynamic Source Routing (DSR) is the routing protocol which uses the L@uting approach (i.e.,
every data packet carries the whole path information in its header) to forwar@ S. Before a source node
sends the data packets, it must know the total path going to be taken fo nsmitting packets to the
destination. Otherwise, it will initiate a route discovery phase byﬂ ®oute Request (RREQ) packet
message. DSR is a simple and loop-free protocol. However, it iga andwidth if every data packet
carries the entire path information along with it. The respon x y be large since the source node
must wait for a successful RREP if no routing information’ intended destination are available.
Additionally, if the destination is unreachable from the so due to a network partition, the source
node will continue to send RREQ messages, possibly co@\g the network [20]. In DSR, the response
time may be large if the source node's routing table gas noentry to the destination and thus it discovers a
path before the message transmission. Advantag R are that it does not use any periodic routing
messages (e.g. no router advertisements and no vel neighbor status messages). Hence, DSR reduces
network bandwidth overhead, conserves b wer, and avoids the propagation of potentially large

routing updates throughout the ad hocgne 1.
Ad-hoc On-demand Distance VecqQr L(& is a routing protocol which is designed for MANETSs and it

employs the on-demand routing od to establish the routes between nodes. The main benefit of this
protocol is establishment of dggi te to destination when the source code requires, and it keeps the
routes as long as they arg Also, AODV has proper quality to support broadcast, multicast and
unicast routing with a s aracteristic and self-starting. AODV allows mobile nodes for forwarding
the packets through thei bors which may not have a direct communication to the destination until
the destination noda%es the data packets. This protocol is able to find the shortest and loop free routes
to transmit datag® Also, AODYV creates a new route in case of link downs or changes in route [22].
Some advan AODV are that the routes are established on demand and destination sequence

0 find the latest route to the destination. Then the connection setup delay is lower. Also,
quickly to the topological changes that affects the active routes. The Time-To-Live (TTL)
header of the RREQ packets controls the search. If a route to a previously known destination
e prior hop-wise distance is used to optimize the search. This enables computing the TTL value

1976, Whitfield Diffie and Martin Hellman were influenced by the work of Ralph Merkle on a public key
istribution, and proposed an algorithm for key exchange which uses exponentiation in a finite field. Today,
Diffie Hellman (DH) algorithm is used in a variety of protocols and services. It is used in interactive
transactions, than compared with use in a batch transfer from a sender to a receiver. The algorithm is used
when data is encrypted on the Web by using either SSL or TLS and in VPN. Therefore its security is of
utmost importance [23].A shared secret is important between two parties who may not have ever
communicated previously, so that they can encrypt their communications. As such, it is used by several
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protocols, including Secure Sockets Layer (SSL), Secure Shell (SSH), and Internet Protocol Security (IPSec).
These protocols will be discussed in terms of the technical use of the DH algorithm and the status of the
protocol standards established or still being defined. The mathematics behind this algorithm is
conceptually simple. The fundamental math includes the algebra of exponents and modulus arithmetic.

operation. So rekeying may encourage communication overhead during change of frequentsroup,,

IV. Proposed Method Q
*
A rekeying process restores the group key after change of each group membership, i.e. join or Iea\N
membership. Rekeying mechanism includes property as l-affects-n scalability which measures h it

scales to large and dynamic groups [19]. To enhance l-affects-n scalability, some GKM solution to
organize the secure group based on logical topology (cluster). Using clusters with different 4Qc , the
impact of the key updating process (l-affects-n) gets reduces, but needs decryptio d ncryption

operations between clusters. E L 4
The estimated distance between nodes is graphically represented in figure 1. The i ad on the formed
clusters is selected based on the energy availability.

o o P e {b.ﬁ

0 o o @p y: % @\9 N \ ¢ N\
- :

. MY

a) Original data (b) distance (c) distance=2 (d) distance=3

Figure 1oC mation based on distance
In the proposed work, trust is useas theNJustering similarity. The cluster formation is adapted from [24].
Also the technique determines t ilarity between each pair of clusters named asC, and Cj with their

relative inter-connectivityRI ; and their relative closeness RCC, ; Cj. The hierarchical clustering

i
algorithm selects to mer air of clusters where both RI. C; ; Cj and RCC,; Cj are high. Through this
selection procedure, @ comes the limitations of existing algorithms.

The inter ch&@\ectivity between a pair of clusters C, and Cj is defined as the absolute inter cluster
connectivg een C, and Cj is normalized with the internal inter cluster connectivity of the two
cluste&a Cj . The absolute inter cluster connectivity between a pair of clusters C, and Cj is defined as

f weight of edges that connects vertices in C, to vertices ian . This is the Edge Cut (EC) of the

Qr containing two clusters mentioned above. The cluster connectivity of a cluster C, is captured by the
ize of its min-cut bisector [26, 27]. Thus the relative inter-connectivity (RI) between a pair of clusters C,

and C;is given by
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|ECec ¢, |

RGO =Tec T+rEc

2 ®

which normalizes the absolute inter cluster connectivity with the average internal inter-connectivity of the
two clusters. By focusing on the relative inter cluster connectivity between clusters, [25] overcomes iheQ
limitations of existing algorithms that use static inter cluster connectivity models. For instance, Figure

shows that how the clusters are merged (a) and (b) over clusters (c) and (d), because the relativgs ter.
cluster connectivity between clusters (a) and (b) is higher than the relative inter cluster conn%y
between clusters (c) and (d), even though the later pair of clusters have a higher abs er-
connectivity. Hence, the relative inter cluster connectivity is taken into account differences igfh of the
clusters as well as differences in degree of connectivity of different clusters.

2

The absolute similarity between a pair of clusters is captured in different ways [27 back of these
schemes is that by relying only on a single pair of points, they are less tolerant toqt nd noise. So, the

closeness of two clusters is measures by computing the average similarity betyg points in C, that are
connected to points in C- . Since these connections are determined by e between nodes, their
average strength provides a good measure of the affinity between thﬂeﬁm along the interface layer of

the two sub-clusters. The internal similarity of each cluster C, i n% in different ways. The average
than the average weight of all the

etter indicator of the internal similarity
lusters C, and Cj is computed as,

weights of the edges on the internal bisection of C, and Cj'
edges in these clusters. But the average weight of these e
of these clusters. Hence the relative closeness between a p

S
RC(Ci’Cj): |C | - EC; c,} -

|G +1C; | Pece * 1C; |+|C |

2
where S_ECC_ and SEC are the average& of the edges that belong in the min-cut bisector of clusters

C, and C respectlvely, and SECf N\ gives the average weight of the edges that connect vertices in C, to

vertices in Cj . Also a wei ht@raqe of the internal closeness of clusters C, and Cj is used to normalize
the absolute similarity clusters, that favors the absolute similarity of cluster that contains the

larger number of ver”@
A. Cluster Head Selection Using Trust

o
S

BACKUP CLUSTER
HESD

Figure 2. General Architecture of the proposed work
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Figure.2. lllustrate the main features and elements of the proposed architecture. Each cluster composed of
cluster head, backup node and members of the cluster. The cluster head is the node that identifies the
cluster. It is responsible for communication within the members of the cluster and between the clusters.
The backup node is responsible for ensuring the redundancy. In case of failure of the cluster head, the
backup node will act as the cluster head. Remaining nodes in the cluster are known as the members of the
clusters that are not the cluster head and the backup nodes. The cluster head, backup nodes and the
members are forming the key agreement zone and generate the group key for cluster. * Q
N

Trust is one of the basic levels of security. Trust is calculated by each node and the values are stored%y.
and regular updating is performed based on new interactions. The trust values are expressed betwee d
1. 0 indicates a complete mistrust and 1 indicates complete trust. When a new or unknown node @' aiSthe
neighbouring hood of node X, the trust agent of node x calculates the trust value of node y.

Direct Trust Direct trust value is evaluated basing on the direct experience that ofg
another node. Such direct experience can be either full or nil. Full experience incre,

experience decreases credential accordingly. The number of experiences m 3
computation trust value is within the range between 0 and 1. %

e enay have on
rdential and nil
imited. But the

Indirect Trust When node x doesn’t have enough direct experience on node@node X may enquire to a

third node for recommendation ’Q .
A cluster head is chosen and it checks the required trust in the x\ e algorithm compares the node’s
trust value by combining direct and indirect trusts to ac ole trust. Trust value (Tineroshola) IS

associated with each job that is processed till all the Cluste H) is selected. Trust (T) is then tested
against trust sources with direct trust value (Dy), indirect @alue (ly), and total trust value (Ty). If the T,
is higher than or equal to required trust value then the no selected as the CH provided none of the two
hop nodes that have higher Trust value than the cifireMgnode. The next highest trust value within the two
hop node is named as backup node.

The CH is elected i.e. if a node (X) bec r head, then check whether it had any earlier experience
with its neighbourhood nodes and if so g irect trust value (Dy) is represented as shown in equation

D_Z'y'() ©)

where, Tyi(x) is the sum OE alue with its two hop neighbors and described later in this section.

If Di> Thax then the z risk is lower than risk threshold and the node (X) becomes CH where there
is no node that has value than current node (X). So the indirect trust value (l,) is represented as in
equation

(4)

(x) trust value of node X based on recommendations from its two hop neighbors.

It > Trax then associated risk is lower than risk threshold so that node(X) becomes CH provide that there
re no neighbour nodes with higher T values. If node (X) value T is lower than T, then total trust value
(Ty) is computed as
T =D*W, +1,*W, (5)
where W, and Wg are weights assigned.
If (Ty) is greater than/equal to (Tinresnog) then the process is continued as above.
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In case if all CH is not discovered Tinreshold IS decreased.

Once CH is selected, the trust value certificates can be used by the nodes when it moves to adjacent clusters
and this count is used to compute indirect trust. The indirect trust uses communication data rate (R.) is the
rate of successful communication with evaluated nodes with values between 0 and 1 and initial value is 1.
The data delivery rate (Ry) is the rate of successful packet delivery by the evaluated node. The indirect trus
is the weighted sum of Trust value certificate and communication data rate. Q

The CH and the backup node are termed the “control set”. The CH, backup node and all the memjpa¥s (}
the cluster are generating the TEK agreement using A-GDH.2 from the clique’s protocol [22]. It is b

Diffie-Hellman (DH) [23] key agreement method that is responsible for key authentication. up
node is responsible to maintain the redundant details of CH and it will be the CH if CH igfle the
cluster. The pseudo code of A-GDH.2 protocol algorithm is shown below.

4

Let M={M,,..,M  } besetof users wanting to share key S,
A—-GDH .2 executes n rounds

Initialize:

Letp beaprime and q a prime divisor of p-1

Let G be unique cyclic subgroup of Z’; of order g

Let o« be a generator of G

Roundi (0 <i<n)

1.M; selectsr, e RZ,
n..h

2.Mi> Miia T |jeLi]p e

Round n
1.M, selectsr, e RZ,

Kin

2.M, > ALL M, :{a "

ie [1,n]

Upon receipt of the above, every M; computes:

[r ik, ]K;nl.ri o
g =S
n

U Figure 3. A-GDH.2 Protocol

The cqn Qumber of Data Transfer Communication (DTC) is represented as:

0 m n
(6)
re T is the time perlod, m and n is the nodes through which data are transferred. If two nodes enter
ach other’s wireless transmission range then N, . is1else 0.
Number of Successful Delivery (SD) can be represented as:

D n :ism,n +Sn,m
t=0

("
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Duration within Communication Range (CR) can be represented as:

T
Z No of broad cast ack recieved
CR =210

m,n

Total number of broadcasts (8)
The direct trust can be calculated as:
. Q
. DTC__+a,SD__+a.CR
Direct Trust = 21—~ a§ ma 7 %5 Tma \
Zak .
%,
V. Results and Discussion &K

*
Simulations were run using 150 nodes over an area of 1500 sg m. Experiments were c@' d for different
i

computed trust and mobility with DSR as the underlying routing protocol. The j Diffie Hellman
(DH) and GDH for key management was studied. The number of clusters forme scovery time, end
to end delay and packet delivery ratio respectively was measured.

16

14 — =t

12

e s S s e e s e e ol LS

Cluster Formation

05 06 07 0.8 09 1
Trust Value

——5m/s —— 10m/s 15m/s —20m/s

X\~

Figure 4. Formation of Number of Clusters

From figure 4 it can be seen that higher trust values increase the number of clusters formed and thus
provides better intra cluster communication with very low energy cost. At trust value of 0.7 the inter
cluster connectivity and the intra cluster connectivity is balanced for all node motilities.

A\
The cluster head formation over time shows improvement and stability of the proposed technique
compared to [19].7"&

Nk

Cluster Formation

O

0 5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 B85 90 95 100

Simulation Time

— Drira Proposed technique

Figure 5. Cluster Formations over Time
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In [19], the security was enhanced by the clustering criterion that monitors the trust relations continuously
and detects the malicious nodes. Two steps discussed to enhance the efficiency of cluster method and to
have accurate trust values are

a) Special traffic and interactions were generated to measure trustworthiness of neighbors and
b) Recommendation is sent to initiate the trust vales for the unknown neighbors.
*
Proposed method reduces the time for cluster formation when compared to method proposed in [27]. TableQ
1 shows the average route discovery time and End to End Delay in seconds for different techniques. 6 .

Table 1 Route discovery time in seconds and end to end delay in seconds @

Techniaues Route Discovery Time End to End ayi
q in Seconds Secon *
DSR 0.962 0.
AODV 1.04 %
Trust model proposed by 1114 0 28
Driraetal.,
Proposed DSR with GDH 1.06 0.00817
i L2
Proposed DSR with DH 103 . 0.00836
Key Management

—DSR

- AODV

Proposed DSR with GDH

Route discovery time
.
N

Proposed DSR with DH
Key Management

Trust model proposed by

Driraetal.,
S0 100 150 200 250

Number of Nodes

X@K‘Figure 6. Route Discovery Time

Results show that route discovery time of proposed DSR with Diffie-Hellman (DH) key management is
increased as 7.07% than DSR, but reduced as 0.96% than AODV, as7.54% than trust model proposed by
Drira and as2.83% than proposed DSR with GDH. From table 1 it is observed that the End to End Delay is
achieved by comparing with different methods. Results show that End to End Delay of proposed DSR with
DH key management is decreased as 19.62% than DSR, as 24% than AODV, as 9.91% than trust model
proposed by Drira but increased as 2.33% than proposed DSR with GDH.

A 4
@ Table 2 Packet delivery ratios

0
DSR .904

0
AODV 86

Trust Model Proposed by Drira et 0
al., .914

Proposed DSR with GDH 0
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Figure 7. Packet Delivery Ratios m%

From table 2 and figure 7 it is observed that the Packet Delivery Ratio is achieved by comparing with
different methods. Results show that Packet Delivery Ratio of proposed DSR with DH key management is
increased with1.44% when compared to DSR, with6.63% than AODV, with0.33% than trust model proposed

by Drira but decreased as 1.61% than proposed DSR with GDH. t\\

V1. Conclug

Key management is crucial for MANET security. In
data transmission are done by the nodes without

communication, key management techniqui

maintenance of cryptographic keys. This stu

ET, all networking functions including routing and
for a central point to control. In a secure group
sed to provide a correct distribution and easy
estigates network performance degradation due to such
re formed based on intermediate nodes trust values. A

attacks when trust is used. Trust bas S
control group generating the group kefR posed as a new technique in group key management. This
includes construction of a groui with ®tal users N being divided into many clusters. Secure key

management is performed by mal

nodes being avoided due to cluster heads exchanging keys based on

trust. Simulation shows the e @#ss of the proposed routing. End to end delay is considerably reduced
and packet delivery ratioWcNg#5e) with the proposed method. It is also observed that the performance of
‘

proposed routing is consi etter in larger networks.
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Abstract- Steganography is the art and science of communicating secret data by hi matlon in
plain sight without being noticed within an innocent cover data so as not to arouse a e?’s suspicion.
The vital goal here is to conceal the very existence of the embedded data. It is used IBve secure data
transmission over internet. In this paper, a novel steganography technique for hi . in digital images
by combining wavelet transform, neural network and radon transform is p The cover image is
decomposed into four parts by applying discrete wavelet transform. Radon §r, rm is applied on secret

image. Finally Back propagation neural network is used to conceal the trans ed secret data in wavelet
coefficients of the cover image. From our experimental results |t a&wvn that the proposed system
hides information effectively, better secrecy and maintains a be\ isplay of stego image than the

traditional methods e
Keywords: Back propagation neural network, disc elet transform, frequency domain,
Steganography and radon transform

l. InfgeQdONtion

The enormous development in the internet ogy has raised the demand of a private and secured
communicational environment. Withgt sed number of users, the necessity for information
concealing has become as a critical is &he World Wide Web (WW). The users are concerned about
maintaining and conserving the egnfide ity of the secret messages transmitted through the Internet.
Steganography is one of the powegfechniques in which information is being concealed using a carrier for
the secret message. There are types of steganography and every one of them has its own specific
characteristics and applicggio the other hand, there are various types of carriers that have been used

to conceal the data such dio, video and digital images files. Digital images are extensively used in
the steganography are

Steganography igs composed of two Greek words steganos (secret) and graphic (writing) which
means "cove g”. Steganography is defined by Markus Kahn as follows, “Steganography is the art
and scien x municating in a way which hides the existence of the communication”. So,
stegano h he process of hiding secret data within public information. Image based steganography is
ommon system used since digital images are widely used over the Internet and Web. Digital
nography is a technique of secret communication that aims to convey a huge amount of secret
ively to the size of cover image between two communicating parties. Furthermore, it also aims to

e
mhe suspicion of non-communicating parties to this kind of communication.

here are a number of steganography methods that embed secret message in an image file. These
steganography methods can be classified according to the format of the cover image or the hiding method.
Based on embedding domain steganography methods are divided into two: Spatial domain and transform
domain. The Least Significant Bit (LSB) substitution is the example of spatial domain methods [1]. The main
idea in LSB is the direct replacement of LSBs of noisy or unused bits of the host image with the secret
message bits. Still LSB is the most preferred system used for data hiding because it is very simple to
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implement offers high hiding capacity, and provides an easy way to control stego-image quality but it has
low robustness to modifications [2] made to the stego-image including low pass filtering and low
imperceptibility. Some examples to hide data in spatial domain using LSB approach can be found in [3], [4].

The other type of embedding method is the transform domain techniques which appeared to overcome the
robustness and imperceptibility problems found in the LSB substitution techniques. There are many
transforms that can be used in data hiding, the most widely used transforms are; Discrete Cosine Transfoth
(DCT), Discrete Wavelet Transform (DWT) and Discrete Fourier transform (DFT). Examples to data hidir\
using DCT can be found in [5], [1].Most recent researches are directed to the use of DWT since it is irk

the new image compression format JPEG and MPEG4, examples of using DWT can be found in [6 4 ]}

In [9] the secret message is embedded into the high frequency coefficients of the wavelet tran ile
leaving the low frequency coefficients sub band unaltered. K

In this paper, a new steganography scheme to embed the secret message in the co %eo’s presented.

This proposed technique is based on training Back Propagation Neural Network (V@ n the discrete
wavelet transform domain. BPNN is implemented for embedding and extractinget essage. From the
results it is observed that the proposed steganography method can embed the t message effectively
without degrading the quality of cover image. @

transform and neural network. Section 4 presents the prop steganography approach. The
experimental results and performance comparisons are given é\ . Finally, Section 5 concludes this

paper followed by relevant references.
1. Prelimin@

A. Discrete Waveglety\ansform (DWT)

The rest of this paper is organized as follows: section 2 describes twﬂmaries including DWT, radon
|
I

Wavelet transforms have become one of th ymportant and powerful tool of signal representation.
Nowadays, it has been used in image pgo ata compression, and signal processing. The simplest of
DWT is Haar - DWT where the low fre &wavelet coefficients are generated by averaging the two pixel
values and high frequency coefficiquts aregenerated by taking half of the difference of the same two pixels

[10]. For 2D-images, applying D ill result in the separation of four different bands. LL is the lower
resolution approximation of . HL is the horizontal, LH is the vertical, HH is the diagonal
component. These bands ge In Figure 1.

L11 HI1

\OQ’
N
O

With the DWT, the significant part of the spatial domain image exist in the approximation band that
consists of low frequency wavelet coefficients and the edge and texture details usually exist in high
frequency sub bands, such as HH, HL, and LH. The secret images are embedded to the High Frequency
components as it is difficult for the human eye to detect the existence of secret data.

LHI HHI1

Figure 1.Sub bands of 1 level 2 dimensional Discrete Wavelet Transform
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B. Radon Transform

The Radon transform on an image f (x,y) for a given set of angles can be thought of as computing the
projection of the image along the given angles. The resulting projection is the sum of the intensities of the
pixels in each direction, i.e. a line integral. The result is a new image R(p, 8).An image can be represented

as
I = X cosf+y sind @) . Q
after which the Radon transform can be written as \
IZ 15 f(e,y)8(p — xcos@ — ysin®)dxdy 6 *

where § () is the Dirac delta function.

A neural network represents a highly parallelized dynamic system with a directed grglQ o?ogy that can
receive the output information by means of reaction of its state on the input nodes % he ensembles of
interconnected artificial neurons generally organized into layers of fields inclff0eat™®®ral networks. The
behavior of such ensembles varies greatly with changes in architectures as »- ron signal functions.

@
C. Back Propagation Neural Network (BPNN) K

Artificial neural networks are massively parallel adaptive networks of simple ¥er computing elements
called neurons which are intended to abstract and model some of the functi ity of the human nervous
system in an attempt to partially capture some of its compuigt tr@ngths. Neural networks are
classified as feed forward and feedback networks. Back prop i pfiork is of feed forward type. In
BPNN the errors are back propagated to the input level. Th his network is to train the net to
achieve the balance between the ability to respond correctly ynput pattern that are used for training
and the ability to provide good response to the input that i r. Back Propagation Neural Network has
good nonlinear approximation ability. It can establish the nship between original wavelet coefficients
and stego image coefficients by adjusting the ne k weights and bias before and after embedding
watermark. Owning to the use of neural network ardextract watermark without the original image and
thus reduce the limit in practical applications.

@osed Method

In this section, we explain how praRosed 8ystem embeds secret information in cover image and how we
retrieve secret data from the ste age. In this method, the use of Back Propagation Neural Network
(BPNN) is the key technique wefcover image is decomposed into four sub bands using haar wavelet
filter. Vertical sub band i e@ for embedding. Radon transform is applied on both selected sub band
and secret message. T propagation neural network is implemented to embed and extract the
watermark in this m

O A. Information Concealing Algorithm
In the pr \

heme, the host image is decomposed into four sub bands using DWT. Vertical sub band
embedding. Radon transform is applied to secret message and sub band. BPNN is used for
and extracting the secret message. The training process is completed before embedding. After

is select§

t must have the capability of memorizing the characteristics of relations between the stego image and
e secret message. The hidden layer transfer function considered to be sigmoid, and linear for the output
layer. Secret message embedding using BPNN in wavelet domain is shown in Fig.2.
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Input: An m x n cover image, key and a secret message or image.

Output: An m x n stego-image. .
Algorithm: ’\\

Read the cover image and secret message or image.

Apply DWT to decompose the cover image into fo ds.

Select the vertical sub band

Apply radon transform to the sub band and sgcret age.

Apply BPNN to embed the secret message

Perform Inverse Discrete Wavelet TransiggmWPWT) on the output of BPNN.
Prepare stego image to display

Compute Peak to Signal Noise a@en stego image and the cover image

B

Figure 2. Block diagram of secret message embedding procedure ?s@ography

0N O A WD

for ion Extraction Algorithm

In this step extraction of secr
process of message embgdd
message extraction proce

e is carried out. The secret message extraction process is the anti-
# ¢ he trained neural network is used in the extraction process. Secret
19 BPNN is shown in Fig.3.

Figure 3. Block diagram of extraction of secret message from a stego object
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Input: An m x n stego-image and key.

Output: a secret message or image.

Algorithm:

Read the stego image and key

Decompose the stego image by using Haar wavelet transform

oA W

Select the specific sub band

Extract the secret message by applying sub band and key as an input to BPNN * Q

Prepare secret image to display \
9°

MATLAB platform is chosen to develop the above steganography algorithm. In MATLAB soflﬁ/@re are
extensive libraries and efficient functions of image processing and neural network whigl is v useful in
steganography. Developers may use other programming language also. Peak to Sign e Ratio (R) can
be used to evaluate the performance of the proposed data hiding scheme.

A. Peak Signal to Noise Ratio (PSNRIZ%

The weighted mean squared error between the cover image and the stego-im&# can be used as one of the
measures to assess the relative perceptibility of the embedded megs ®Psquare error (MSE) and Peak
Signal to Noise Ratio (PSNR) can be used as metrics to measure t\ f imperceptibility.

IV. Implementation and Measures

The PSNR of the watermarked image is calculated using the fo

PSNR = 10l0go+— @ ©)

Where R=256, MSE is defined as:

SN V12
MSE = Zit B, AL @ @
th&

Where | is the cover image and I 0 image. PSNR is measured in Decibels (dB) and the bigger the
PSNR value is, the better the mes onceals.

@ V. Result Analysis

In this experiment wegys G, PNG and BMP images of various resolutions as cover image. We train a
set of 100 images wh%ﬁndomly taken from web. These images have various memory sizes. The example

of opted cov{r@ as follows:

o K

Figure.4. (a) Cover images (b) Secret images

(@)
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Table I. Comparison of PSNR value for different cover and secret images

Cover Image | Secret Image | PSNR
horse 36.6977

Blue Hills.JPG taj 37.8191
tiger 41.26 . Q
horse 32.3704 \
Flower.JPG taj 32.6755 *
tiger 33.4983 6
horse 33.7979 @
Peppers.PNG taj 34.2259 K

horse 34.8935

Apple.BMP taj 35.6777 %
tiger 37.4468 @.
horse 32.7179

taj
tiger

tiger 35.4734 t& *

Icecream.PNG

Table | summarizes the results of proposed steganograp ety for the images of blue hills, flower,
peppers, apple and ice cream. From the above table, we cal gce that better results are obtained.

VI.C sion

In this paper, a novel steganography algorith on radon transform and BPNN in wavelet domain was
presented. Wavelet domain is powegul @(icient transform domain than previously used other
transforms. The proposed method ma & prime objective of steganography, which is the secrecy. It
has been shown that the stego {nage rve the visible quality of the cover image. This approach
succeeds to keep intact the orig image, after the extraction of embedded secret message. so, this
proposed algorithm for stegano an be termed as successful new technique. However for the future
work of this technique, w, re@ d the secret message should be compressed before the hiding process
takes place. This is very j because in this way we will reduce the amount of information that is
sent, and hence minimiz chance of degrading the image.
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A New CSK Communication System
With Display and Cameras
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(VLC) that was approved as the IEEE802.15.7-VLC standard in 201l. CSK has somg a over
conventional modulation schemes for VLC. In this paper, the principle and the perfoRggance W the basic
CSK system are shown and a new CSK communication system from display to cameraQ}gn oMile devices is
proposed. In experiments with non-real time test system, the proposed system achie X0 kbps data rate
using 64x64 SDM-16CSK. A real time prototype system that can send some contgfit display to smart
phone, achieved 6kbps data rate with 16x16SDM-4 CSK.

Abstract- Color Shift Keying (CSK) is one of the modulation schemes for Visible Light Co @aﬁon
d{n

I. Introduction

Visible Light Communication (VLC) is one of the most attra8
outdoor high speed and high security communication network8[} 008, Color Shift Keying (CSK) was
proposed to the IEEE standard association as a new modula @ eme for VLC [2-3]. In 2011, CSK was
approved as one of the physical layers in the IEEE802.15.7- weflard [4].

{ ologies for the next indoor or

CSK is a new modulation scheme that uses visib
consisting of multi-color light sources and phot
Division Multiplexing (WDM) scheme with an O

[5]. Each light source in a WDM system in
systems transmit information using mi Q@gfnerated by the multi-color light sources. Although WDM
is a good solution for increasing the% ate using multi-color light sources, CSK has the following

advantages over the conventionalg- K system.
(1) Good Connectivity

Future VLC systems will @?’of various light sources, illuminations, LED displays, LCDs, etc. Therefore,
we have to consid onnectivity among these various devices, which have different color
characteristics. In he connectivity is guaranteed by the wavelength matching between the light

source on thg tr, /¥ and the photo detector on the receiver. Thus, the connectivity directly depends
on the chara of the light devices. However, in CSK, information data is transformed into a mixed

olors for data transmission. It uses VLC systems
rs. In such multi-color systems, a Wave-length
eying (OOK) modulation is generally used for VLC
ntly transmits information. On the other hand, CSK

color thatj ted by multi-color light sources. The mixed color is defined as a color point of the CSK
constell#®g ofi the color coordinates plane. Therefore, the connectivity is guaranteed by the color
coord even among different devices.

O (2) High Speed and Variable Data Rate

ne of the issues with VLC is that the frequency responses of light sources (LED, etc.) are generally
insufficient for high speed modulation. In OOK modulation, the bit rate is decided by only the symbol rate
for the optical modulation. This means the OOK bit rate is limited by the frequency response of the light
source. In CSK, the bit rate is decided by not only the symbol rate, but also the number of color points in
the CSK constellation. This means that the CSK bit rate is not limited by the frequency response of the light
sources. If the Signal-to-Noise Ratio (SNR) is higher, the CSK system can obtain a higher bit rate.
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(3) Constant Total Power

The total power of all the CSK light sources is constant although each light source may have a different
instantaneous output power. Thus, there is no flicker issue associated with CSK due to amplitude
variations. Also, the total power can be changed independently of the mixed color. Therefore, dimming
control is simultaneously possible in CSK data communications.

*
In this paper, firstly, the principle and performance of the basic CSK system are shown in section II. Next, Q
new CSK communication system with display and cameras is proposed, and some experimental res
evaluating the proposed system are shown in section 1II. %

1. BASIC CSK SYSTEM s\@

A. Principle

A basic CSK system configuration consisting of multi-color (RGB) LEDs and pho rs with RGB color
filters in Figure 1. Figure 2 shows an example of CSK color symbol mapping o x-y color coordinates
[6]- In this figure, R(Xr,Yr), G(Xs,Ys), and B(Xg,ys) are the x-y color coordinat%e RGB LEDs, and (Xp,Yp)
is the one for the allocated color point used as a CSK symbol.

The information data in Figure 1 are coded into x-y values by, xﬂappmg block, according to the
color mapping rule shown in Figure 2. In this example, four ¢ s are placed in the RGB triangle as

CSK symbols. This means the system can send 2 bits of data symbol. Those allocated color points
are called a CSK color constellation. Moreover, the exa ellation with four color points is called
4CSK. Then, the x-y values are transformed into Pg, Ps, 2B which are the emission powers of the RGB
LEDs. The color of point (x,,y,) is generated accordjmgto the ratio of the 3 LEDs’ powers PR, PG, and PB.
The relation among (Xr,Yr), (Xe.Ye), (Xa,¥s), (Xp.Y, , M, and Pg is shown by the following simultaneous
equations.

X, = Pq - Xg + Py - Xg + Py - Xg %O
Yo =P Yo+ P Yo + P Vs

Pr+P,+P; =1 3)
As the last equation sho | power (Pr+Pg+Pg) is always constant. Furthermore, those power values
are normalized ones. @ 2, the actual total power can be arbitrarily set up and can be changed even
during the CSK co kcation. The x-y values at the receiver side are calculated from the received RGB
light power Py, 3 g. Then, the x-y values are decoded into the received data. As mentioned above,

Q@ provided as the visible colors that are created by the RGB light sources, and the
itted as the intensity ratio among the RGB light sources.

informati% i i i i
Optical Photo

sources Detectors

P ?

X Pe | /A [ LEDg | >| ppg | AD 2> -
—»
— | Color Yo Ps [P FO— > N Pe, PrPePs =5 Color Data
Mappmg_y’ to D/A LEDG PDG A/D to y’ De_mapping—b

PR1PG|PB PB PBl Xy 17 pf

 D/A [ LEDg |77 *| pDg P A/D [ 7

Figure 1. CSK basic system configuration.
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Figure 2. CSK color symbol mapping on CIE193! x-y color coor@ ,

B. Constellation Design

Some color constellations for CSK are proposed as shown in Fig#

three colors as the tops of the color triangle are assumed, beca

(1) RGB LEDs are the most popular commercial multi-col
(2) The RGB colors can provide a large triangular

constellation.

(3) Although the CSK systems with over three
do not provide effective performance gai

In practice, they can use arbitrary three
degrade the performance of the syste E
the seven color bands that are defiped &S

csigeeliation

S.

O

* . .
F@ the constellation design, RGB
x& owing reasons.

e x-y color coordinates for a CSK color

light sources require more complex hardware, they

CSK constellation

r the tops of the color triangle, if they can accept to
2.15.7-VLC standard, they can choose three colors out of
ewave length band plan.

© Red Point
Green Point

©  Blse point

O csk Symbols

« Red Point

O csk Symbols

Green Point

3
{

O

(1) 4CSK Constellation

CSK constellation

(2) 8CSK Constellation

CSK constellation

« Red Point
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o
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(3) 16CSK Constellation

(4) 64CSK Constellation

Figure 3. CSK color constellations. They are CSK constellations mapped on CIE1931 xy color coordinates.
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C. Performance

153

Basic CSK system consists of a transmitter with multi-color LED light sources, and a receiver with a color
sensor that has high speed photo detectors with RGB color filters. It is assumed that high speed CSK
systems communicate from illuminations, digital signage boards, traffic lights or other light sources with

is its high speed data bit rate. The bit rate of CSK is not limited by the frequency response of the LE®)s

multi-color LEDs, to mobile terminals or other receivers with color sensors. The main feature of this systemQ

based on this principle. However, a faster bit rate requires a higher SNR, because the distance between th

color points on the x-y coordinates is shorter. Therefore, CSK can expect a faster bit rate within aJmghery,
SNR environment. In any case, the CSK data communication of the basic CSK system is unrecoggj ejo
humans. The light in CSK communication is sighted as the center color of the color triangle on t%

coordinates.

In experiments, we confirmed that 100Mbps is available using commercial devices
symbol rate. Figure 4 shows the received 16CSK signals at 25 MHz symbol rate
Figure 4 (1) is the three colors' signals within the given time domain that are re

Figure 4 (2) is the demodulated color constellations on the x-y color coordin
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d color constellations on x-y color coordinates

Proposed CSK Communication System

A. Proposed System

Proposed n mmunication system consists of a transmitter with a Liquid Crystal Display, Plasma
Display, (& E other color display, and a receiver with a color image sensor, i.e., a digital camera. It is
assum the CSK systems communicate from TVs, PC displays, digital signage boards, displays on
molyl inals or other color displays, to mobile terminals or other receivers with digital cameras. The

g ure of the system is that it can be created by using commercial hardware devices such as smart
@ s. Another feature of the system is its visibility. The CSK codes displayed as animations on displays
re recognizable by humans. Therefore, when a user points a camera towards a CSK code, he or she can

cquire the presented information.

CSK is a very suitable communication method from a display to cameras, because it uses visible colors for
the communication. However, a high data rate cannot be expected, because the symbol rate is limited by
the frame rates of cameras. Generally, the frame rate of common cameras is 30 fps. In this case, the symbol
rate of CSK should be 15 Hz when considering it should be two times over sampling. Therefore, the data bit
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rate would be at most 60 bps when using 16CSK. We present and discuss a method for increasing the bit
rate in the following section.

B. Space Division Multiplex for the Proposed System

A color display can display animations of two-dimensional images, and digital cameras can take them.
Therefore, we can adopt two-dimensional CSK codes for the communication from displays to cameras. We
call the scheme Space Division Multiplex CSK (SDM-CSK). SDM-CSK is very effective for increasing th
data bit rate. If we use a 4x4 cell sized CSK code for SDM-CSK, the bit rate increases 16 times co redy
with normal CSK. %

The proposed two-dimensional CSK codes at 16CSK are shown in Figure 5. Each cell of the twgEd sional
CSK code in this figure transmits each data sequence. Although the data sequences are iQgeperMgnt of each
other, the symbol rate is the same. The cameras on the receiver side accept the CS in4movie mode,
recognize it, and demodulate the data in each cell.

C. Color Calibration for the Proposed Systea 6

In the proposed CSK system, the color calibration is more important than b CSK system, because the

color characteristics of displays and cameras are complex and TWerefore, we propose another
color calibration method that uses color reference cells. Figure 6 posed CSK code with reference
cells. It is an example for 4CSK-16x16SDM. The top and end S§f the CSK code are color reference
cells. Reference cells include all colors of the CSK color symb ed on the x-y color coordinates. The
receiver demodulates data cells by comparing the colors ys color reference cells. Because the color
reference cells are included in all CSK codes, it is highl)@tive against dynamic change of the optical

environment.

D. Performance EvaluatidgwMh Non-Real Time Test System

The non-real time test system consistgo y(32-inch, Full HD) , a camera(4M pixels, 60fps) and a
personal computer for de-modulating des. The display shows CSK test codes repeatedly with 15Hz
symbol rate. The performance of ¥ge prowsed CSK system is affected by various parameters, such as the
display refresh rate, display pixel camera frame rate, camera pixel size, display-camera distance, CSK
color point number, CSK cel , and the CSK code size. Figure 7 shows the Bit Error Rate (BER)
performance along with -camera distance and CSK code size without error correction. The CSK
cell numbers for SDM ar ith 16CSK, and the CSK cell sizes are 5-20 cm square. The display-camera

code size at 1 meter fore, this system is available for 240kbps data transmission using 64x64SDM-

O

distance is 1-3 meters.@ rror rate is under 10, if the CSK cell size is more than 10x10 cm square of the

16CSK.

3

(1) 4 x 4SDM-16CSK (2) 16 X 16SDM-16CSK (3) 64 X 64SDM-16CSK

Figure 5. Two dimensional CSK code for proposed CSK system.
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Figure 6. Two Dimensional CSK code with Color Reference Cells. It is an exam K-16x16SDM.
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Figure 7. BER Perform nced CSK system with 64x64SDM-16CSK at 15Hz symbol rate. Data
Rate:240kbps.

E. Real Time Prototype System

The real tim&r @ pe system consists of a display(32-inch, Full HD) and a camera(13M pixels, 30fps) on a
smart phonglANdITId). The display shows CSK codes repeatedly with 15Hz symbol rate. The system can
send test qata NI evaluation or some content data such as pictures or sounds for demonstration. Figure 8
showsgh§ pMNytotype system overview. Some CSK codes are displayed, which send different content to each
oth a user points a camera towards a CSK code, he or she can acquire the presented information.

9 shows the BER performance along with the display-camera distance and CSK code size without

ror correction. The CSK cell numbers for SDM are 16x16 with 4CSK, and the CSK cell sizes are 3,5,10 cm

guare. The display-camera distance is 1-3 meters. The BER of 16x16SDM-4CSK is under 10, when the CSK

cell size is more than 5x5 cm square at Imeter. Although BER performance is lower than the non-real time

test system, it is available to communicate for short content data which is displayed repeatedly.

Furthermore, we can expect to improve BER performance after error correction. Figure 10 shows captured
CSK code by camera and demodulated constellation on x-y color coordinates.
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CSK Code

Data Speed: 6kbps
Symbol Rate:15Hz
ACSK: 2bit/symbol
SDM:16x16 cells

Smart Phone 6 .
Figure 8. Overview of the real time prototype system. @
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Figure 9. BER Performance of Proposed @m with 16x16SDM-4CSK at 15Hz symbol rate. Data

&( e:6kbps.

Figure 10. WSK code and demodulated constellation on xy coordinates. 16x16SDM-4CSK at 15Hz
symbol rate. Data Rate:6kbps.

§ IV. Conclusion

@ one of the modulation schemes for Visible Light Communications that was approved and included in
EE802.15.7-VLC standard in 201L. In this paper, a new CSK communication system with display and
meras is proposed and evaluated. In experiments, the CSK test system achieved 240kbps data
transmission with 64x64SDM-16CSK. The prototype system using smart phone achieved 6kbps data
transmission. CSK is a unique and useful scheme for personal area communication. Especially, the proposed
CSK system can expect various service models, because the system consists of displays and cameras that
have already existed. Furthermore, we will improve the SDM-CSK scheme for increasing the data bit rate.
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Design and Numerical Analysis into Slop-
Climbing Capability of PEMFC Scooter

Jenn-Kun Kuo
. Q
33 Sec. 2, Shu-Lin Street, Tainan City, Taiwan 70005, Taiwan \
)
, bx.%%\ less
yb

Abstract

Fuel cell hybrid scooters provide an adequate performance on horizontal road surface
well when climbing slopes. In the present study, the slope-climbing capability of a fuel &§
examined in simulations. The simulations focus specifically on the effects of the sIgge
riding speed and rider weight on the power consumption, hydrogen consumption @ aximum travel
range of the scooter. The validity of the numerical model is confirmed by comp numerical results
for the power consumption of the scooter with the experimental and analQ Its presented in the

h scooter is
liftation angle,

literature. The simulation results show that the power consumption and h consumption increase
with an increasing slope inclination angle, riding speed and rider weight. Mo er, it is shown that given
an initial hydrogen mass of 90 g, a constant riding speed of 40 U‘Ma rider weight of 60 kg, the
maximum travel range reduces from 47 km to 5 km as the slopQirJINgi#®n angle is increased from 0° to
40°. In general, the results presented in this study confirm tha xposed simulation model provides a
valid means of characterizing the performance of a fuel ce 18 scooter under typical urban riding
conditions.

The Comparison of ceived Stress Type,
Resilience and Dep Ion in Male and Female

C I‘Q e Students
6K YoungSuk Park

86, Dahakno, J @ Department of Nursing, Korea Open National University
ul, Seoul Metropolitan 110-791, South Korea

@ Abstract

Purpose: The e of this research was to investigate gender differences in perceived stress type,
resilience (fin ression of college students. Methods: This study was a cross-sectional survey and
ici ere collected by Perceived Daily Life Stress Scale, Resilience Scale and Beck Depression Scale
eptember, 2012 in South Korea. Data of 213 college students were analyzed by using one-way
A etc. of the SPSS 21 program. Results: Friend relationship (F=5.29, p=.022), professor relationship
0, p=.004) and interpersonal dimension (F=4.62, p=.033) among various life stress of female college
ents were significantly higher compared to male college students. All subcategories of resilience

cluding controllability, positivity and sociality were not different between male and female students.
Total score (F=5.41, p=. 021), physiological dimension (F=6.84, p=.010) and severity (x2=7.97, p=.047) of
depression of females were significantly higher than male students. Conclusion: Gender differences of
college students were significant in some aspects of perceived stress type and depression. It is needed to
focus particularly on perceived stress type and physiological symptoms of depression related to gender
differences for early detection and management of depression in college students.
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Development of Site Support System based on VI-
GNSS for Underground Structure Construction
Sites

.
Yonggu, Jang \Q

(Daehwa-Dong) 283, Goyangdae-Ro

ilsanseo-Gu, Goyang-Si 411-712, South Korea @

Abstract
2
Among construction sites, underground structure construction sites have very poo @ onments due to
the presence of much noise, vibration, moisture, dust, etc., because t pfground space is

are frequent at underground structure construction sites; and worse, res rations are not rapidly

characteristically secured through excavation, unlike aboveground spaces. ?3 hreatening accidents
implemented.

*
This paper introduces the development details of a constructi ’@port system based on VI-GNSS
(Voice-Integrated Global Navigation Satellite System), wh rrently under development, for
environment-friendly underground structure constructions @ IT also investigates the study results
obtained through the site application tests on an actual v ;| Wfinel section. It was confirmed, through
previous studies up to date, that the development of upport system for underground structure
construction sites have been conducting final step. applicability verification be performing now.

Network Archi ure Design of Field
Information SS Based on VI-GNSS

6 Changkyun, Oh
@Daehwa-Dong) 283, Goyangdae-Ro
Nsanseo-Gu, Goyang-Si 411-712, South Korea

@ Abstract

chnology integrated with IT technology is in demand for effectiveness of field
manageme r with the prevention and prompt correspondence to safety related accidents at
constructi ® In addition, the establishment of construction site support system is necessary to
imple t securing of worker's safety, smooth work instruction, efficiency in construction, and others.

The utilizatign

n systems and management were designed to construct integrated VI-GNSS technology based USFSS
ntly under research. In regards to the data transmission stability among stability test of data for each
stem constructed through data standardization and network architecture design, the stability of about
98% between workers and transfer vehicle system within underground structure and field server system
and about 100% between field server system and control system could be secured. Also, in regards to sound
transmission stability test, the reliability of about 99% could be secured with lkm distance as its standard in
case of sound transmission to underground structure construction site and field office near the field
through wireless FRS system.

@E dardization and network architecture regarding data and sound information for data transmission
U
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Raman spectroscopy of ZnS Nanoparticles

Nebojsa Romcevic

Institute of Physics Belgrade, Pregrevica 118
11080 Zemun-Belgrade, Serbia Belgrade, Serbia and Montenegro ’\Q

Abstract .
Cubic ZnS nanoparticles were obtained by high-energy milling. Milling time was 5, 10 min.
Weighted crystallite size ZnS nanoparticles and their separation depend on the illﬁ . The
morphology of samples has been investigated by scanning electron microscopy (S whil® structural
characteristics were obtained by XRD powder technique. The crystallite size was Q¢ ¥ from XRD
spectra by application of Scherrer's equation. The weighted crystallite size ZnS nano S was estimated

as 1.9 nm (after 5 min milling time), 2.3 nm (10 min) and 2.4 nm (20 min). T | properties were
studied by Raman spectroscopy. Raman scattering spectra were analyzed usj entzian function and
deconvolution of the spectra to the individual Lorentzian curves. The dom@tructures in our spectra

are at about 157, 263 and 345 cm-1. That correspond to the second ove[tone A mode which originate
from a zone boundary and TO and LO modes near the zone centegv&y. The theoretical model was
used to calculate the relative contribution of the confined R gfing modes of the ZnS quantum
dots. Satisfactory agreement with experimental results was obt

Design of Microbial Fuel S using Bimetallic
Oxygen RedplNon Catalysts

@ﬂ rok Lee
ul !

Konkuk BNy NHwayang-dong, Gwangjin-gu,
oul,, Seoul, 143-701, South Korea

Abstract
Microbial fuel cells (MF ve emerged as a promising yet challenging technology in recent years. In
MFCs, microorganis biocatalysts to oxidize organic substances producing electrons which are
transferred to thegd nd used together with protons to reduce oxygen to water. It is therefore of
importance cost effective oxygen reduction catalysts. In this study, we have developed non-
X #ygen reduction catalysts for MFCs. The M-Pd (M=V or Zn) system was synthesized

platinic bimet
from a miggtuiyEY? metal salt precursor with a nitrogen-donating compound (N) and carbon nano powder
Rt ¥eatment based on thermodynamic principles. Catalyst performance was evaluated by rotating
@ ating ring disc techniques. The onset potentials of oxygen reduction reaction (ORR) were 0.087
46 V for V/Pd/N/C and Zn/Pd/N/C, respectively. This result shows that ORR is more favorable on
imetallic system than on individual components. From RRDE experiments we calculated the
ercentage of hydrogen peroxide formation. These bimetallic ORR catalysts have been applied to the
athode of MFCs and enhancement in power density was observed although the best result was obtained
with a Pt-incorporated cathode. This work shows the importance of developing bimetallic ORR catalysts as
an alternative to Pt and these catalysts could be applied to MFCs for the power enhancement.
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Computer Simulation of Rotating Anode X-ray
Tube with Two-Track Target for Digital
Radiography

Seokmoon Lee ‘\Q

Kumoh National Institute of Technology Green-energy building 201-7 *
Daehak-ro 61 (Yangho-dong), Gumi, Gyeongbuk 730-701, South Korea @6

Abstract g
We study Rotating Anode X-ray Tube with two-track Target to enhance the reliabilit; he taMyet. The X-
ray Tube is the single most important component of the radiographic system. It is tf2 tRat produces
the X-rays. The Target is the area of the anode struck by electrons from cathode. The 1s usually made
of rhenium-tungsten faced molybdenum to keep the high temperature around 2 gUQg™fee. Because of the
low efficiency of the conversion of the electrons' kinetic energy into X radjesy plore than 99% of the
energy introduced into the X-ray Tube has to be carried off in the form of h%e problems to be solved
are those heat distributions in the anode and of the dissipation of the he®to the surroundings. The
Rotating anode is the one of the key solutions. The X-ray Tube I;a&s of focal spot such as large
O

focal spot and small focal spot so two types of filament are alsp
component to get a long life of X-ray Tube. So we investigate [Rg
reliability due to the small focal spot area in the X-ray Tubeg
Simulation. The result of ANSYS simulation can show that 0" [
to single track Target.

Development of Mi@)ial Fuel Cells using
Polyviologen as I\(@cular Wire Applied to the
Anode

6 Jun Hyun Kim

Depart& ioscience and biotechmology, Kunkuk University

& Phe Target is the most important
o®track Target to increase the Target
Bigital Radiography by using Computer
Target is better performance compared

Hwa ong, Gwangjin-gu, Seoul, Seoul 143-701, South Korea

‘ g} Abstract

Microbial f FCs) are excellent devices that convert a wide range of organic or inorganic
substrates | wastewater to electric energy. Microorganisms functioning as biocatalysts oxidize
substratepr ng electrons which are transferred to the cathode where they meet oxygen and protons
ter. The key process in MFCs is the electron transfer process from microorganisms to the
ough several mechanisms have been identified, none of them are fast enough to produce high
W1 he general way to transfer electrons to the anode that can be applied either to exoelectrogens or
-exoelectrogens needs to be developed so that MFCs could find their application in the real world.
ere we present our preliminary results in which electrons produced in an inner membrane of Gram-
egative electrochemically inactive bacteria could be effectively transferred to the electrode through
polyviologen (PV) which functioned as a molecular wire. PV having six or senven viologen units undergoes
very reversible redox reactions whose formal potential is positive enough to take electrons from NADH
inside bacteria. PV was synthesized from 4, 4'-dipyridyl and 1,12-dibromododecane and characterized by
NMR. When PV was applied to MFCs having Escherichia coli, a large power enhancement was observed,

proving that the molecular wire concept also works in MFCs.
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Highly Conductive, Flexible, and Stable Ag
Nanowire/Carbon Nanotube Hybrid Transparent
Electrodes by Plasmonic Welding

Ju Yeon Woo ‘\Q

School of Mechanical Engineering, Korea University *
Anam-Dong, Seongbuk-Gu, Seoul, Seoul 136713, South Korea 6

Abstract @
PE

Here, we report highly transparent and flexible AgNW/SWCNT hybrid networ substrates
combined with plasmonic welding for securing ultrahigh stability in mechanical ang¥gle i properties
under severe bending. Plasmonic welding produces local heating and welding at t tion of AgNWs
and leads strong adhesion between AgNW and SWCNT as well as between hybrg re and substrate.
The initial sheet resistance of plasmon treated AQNW/SWCNT hybrid film wi /square, with > 90 %
optical transmittance over the wavelength range 400-2700 nm. Following cles of convex/concave

hybrid structure combined with the plasmonic welding process proVNgd 8 Blent stability, low resistance,

bending with a bending radius of 5 mm, the sheet resistance changed fro to 29 ohm/square. This
high transparency, and suitable for highly flexible electronics K‘ .

, including touch panels, solar
cells, and OLEDs.

Protect Hosts to Protect @iants: The Case of
Frogs Strictly Living | eir Host Bromeliads

Carlo rico Duarte Rocha
Department of Ecology, Instit &Biology, Universidade do Estado do Rio de Janeiro
Rua Sdo Frangco XaVier 524, Rio de Janeiro 20550-013, Brazil
Rig & Jaeiro, Rio de Janeiro 20550-013, Brazil

because of habitat | lution, diseases, and vulnerability of most species due to their high degree of
habitat speciali arge portion of amphibian species in the neotropics are strictly associated with
bromeliads z\ rucial point needing attention is the mutual relationship between some amphibian
species th d strictly on bromeliads to develop their entire life cycle - the “bromeligenous frogs” and
the tan @iads inside which they live. Not only frogs benefit from the structural environment of

X fOr their life cycle but the host bromeliad benefits from nutrients enriched (e.g. nitrogen) frogs’
osited into the bromeliads that are absorbed by the plant. Following the IUCN criteria, in the case
8 obligatory dependent on other taxa for all or part of their life cycles, biologically appropriate values
e host taxon should be used. In this study we surveyed the 90 known cases of frog species that breed
bromeliads together with their current red list status. Our data show that the loss of bromeliads can be a
rucial problem to their conservation. We found that nearly 33.0% of the bromeligenous frogs are currently
threatened, while another third are data deficient. These data point out for the relevance of the
preservation of this mutual interaction. The conservation of bromeligenous frogs must be carefully
considered in terms of the conservation of the relationship between them and their host bromeliad species
they depend.

Abstract
Amphibians are the v% group with the highest proportion of threatened species worldwide, mainly
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