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AUTOMOTIVE DOMAIN CONTROLLER 

Dingwang Wang1, Subramaniam Ganesan 2 
1,2 Oakland University, Rochester, MI USA. 

 

ABSTRACT: Today, every electronic control system in the car, such as Instrument Cluster, 

Infotainment, Anti-lock braking system, Engine Management System, Transmission Control Unit, and 

Body Control Management is a self-sufficient unit with its own sources like ROM, RAM memory, 

microprocessor or microcontroller, I/O and power supply. The idea of automotive domain controller 

is to replace multiple distributed ECUs with a single powerful central computer with multi-core. Multi-

core processing technologies integrate multiple ECUs into one single chip. In a multi-core solution, 

these individual ECUs retain separated and independent processing space. However, a lot of 

redundant components like housing, drivers, wire and harnesses, and power supplies can be 

eliminated. These not only largely save cost but also the component’s weight and space. Moreover, 

communication between ECUs is within the processor itself instead of communicating over an external 

network like CAN or LIN, this will reduce the data latency and system complexity considerably. 

 

Keywords: ECU, Domain controller 

I. INTRODUCTION  

There are these following major reasons why we need Automotive Domain Controllers. 

First, the current vehicle electric/electronic architecture integrates one or a few function features in 

every individual control unit. This increases not only the number of control units and distributed 

software functions but also the complexity of connectivity respectively. If there is a new feature is 

required to a car, to add one more new dedicated ECU and a little wire and harness is the common 

solution. There are already up to 70 dedicated ECUs from different suppliers are installed in a state-of-

the-art midsize car, it is hitting the limits. Adding a new ECU for every new feature is no longer 

sustainable.  

This paper is prepared exclusively for International Conference on Cloud of Things and Wearable Things 2020 (ICCOTWT 2020) which is published by 

ASDF International, registered in London, United Kingdom under the directions of the Editor-in-Chief Dr Subramaniam Ganesan and Editors Dr. Daniel 
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without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the 

first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). Copyright Holder can be 

reached at copy@asdf.international for distribution.  
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Second, Automotive domain controller’s technology is an irresistible trend for future automotive 

industry, it is fundamental for future cars to keep up with rapid technological changes. The demand to 

have more and more safety and software-oriented features is increasing at an unprecedented rate. All 

these need to increase the computing horsepower accordingly. Just like the latest iPhone has to add 

more computing power to run all the new functionality features, we have to add more computing 

horsepower in the vehicle to run all the desired new features. The current architecture approach is no 

longer viable to support the high speed data exchange and complex software algorithms, there is no 

enough computing power to meet the increasing growth requirement in content and complexity, and 

network infrastructure cannot support the data bandwidth and speed for the future. Additionally, the 

average age of a modern vehicle is more than 10 years which is much longer than Smartphone, and the 

automotive technologies are developing at an unprecedented rate. Vehicle owners increasingly expect 

to have Smartphone-like upgradability. They no longer accept if functionality and features remain 

unchanged through the whole vehicle’s lifespan as we do now. However, all the features and functions 

in today’s distributed ECUs have to be designed and implemented prior to vehicle launching. Over-

The-Air updates technology is critical need for future vehicles. OTA updates can be used to provide 

new features and technologies, upgrade the existing functionality, patch bugs, and improve 

performance. These updates can avoid vehicle recalls and reduce customer warranty costs. As cars 

become more software dependent, the need of OTA updates is becoming more critical. In order to 

accomplish all these goals, we need more computing performance, embedded memory capacity and 

higher connectivity bandwidth, only the new vehicle architecture with Domain controllers can meet 

these requirements, it allows adding functions that are not available when the vehicle is launched. 

Third, thanks to the availability of higher-performance automotive class systems on a chip (SoCs), and 

with the cost prices of SOC cost are dropping sharply these years and getting closer and closer to the 

traditional MCU prices. This is another motivation for automakers to integrate multiple functions on a 

domain controller. 

II. THE BENEFITS OF AUTOMOTIVE DOMAIN CONTROLLERS 

Compared to the traditional dedicated ECUs, Domain controllers have the following major advantages. 

A. Reduce weight and improve efficient 

Adding a new ECU and some wiring and harness for every new feature results in the wiring loom 

becoming the second heaviest component in the car just behind the engine. This trend does not conform 

to another lightweight design rule to improve energy efficiency and enhance the vehicle cruise range.  

The Domain controller can eliminate a number of redundant components like PCB, housing, power 

supply, wiring and harnesses. Take the automotive cockpit controller as the example, which combines 

and replaces the traditional instrument cluster, infotainment system, and HUD display, the whole 

system mass can be reduced by more than 30 percent. 
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B. Cost 

Adding a new ECU for new features is not sustainable any more. Dedicated MCUs, memories, power 

supply, PCB and other electronic components for the new ECU will significantly increase cost.  And with 

the price of SOC with strong computing power is persistently falling,   take the integrated cockpit 

solution as the example again, it can save at least $70 per vehicle as estimated. 

C. Data latency 

Autonomous vehicles and safety features will need to receive and process massive data from 

environmental sensors and outside sources like other vehicles, infrastructure and cloud-based sources. 

All these data must be processed in real-time or very close to real-time which will require high 

performance computing power and high bandwidth network communication to minimum data latency 

[1]. Since the data will only be processed once in the domain controller with higher performance 

computing capability, rather than using a lot of microcontrollers and the data can be shared among 

different cores internally instead of communicating through different networks. 

D. Upgradability 

As we move vehicle from mechanical to a digital platform, the importance of software has greatly grown 

and the average software lines of code have been increased exponentially. So the snowballing complexity 

is causing more and more software-related quality issues and vehicle recalls [2]. So over-the-air updates 

will become key capability to maintain and upgrade complex software. As cars’ software has been 

decoupled from the hardware, it makes easier to upgrade the system. 

E.  Connectivity  

Thanks to the high-performance computing power and high-bandwidth communication that Domain 

controllers have, the driver will be connected with the external environment around them through 

digital platform and 5G Cellular network. Vehicle-to-Vehicle, Vehicle-to-Infrastructure, and Vehicle-to-

Cloud technologies will allow the vehicle to communicate with other vehicles and surrounding like 

weather, traffic, road condition, traffic lights, updated maps, etc.  All these data and information must 

be communicated and processed in real-time which will require high-bandwidth communication and 

high-performance on-board computing power. Obviously, the traditional discrete MCUs have no 

capability to support these technologies. 

III. AUTOMOTIVE DOMAIN CONTROLLERS DESIGN 

IT and consumer electronics technologies can be transferred to the automotive field. Most technologies 

that we desire for Automotive domain controllers like SOC, embedded operating system, Hypervisors, 

Ethernet, and Over-the-Air updates are mature technologies, and have already been widely used in 

consumer electronics and other fields.  Automotive domain controllers will benefit from IT and 

consumer electronics. However, there are still some technologies need to reinvent so that they meet the 

stringent automotive standards and higher consumer demands [3]. The demand for safety, security, 
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performance, and usability leads the highest expectations of quality and reliability, which in consumer 

electronics are not the big concerns [3].  Automotive Electric and Electronics Architecture and 

Automotive function safety and security will become critical success factors and be discussed in this 

paper. 

A. Architecture 

Architectures for future automotive electronics are quickly innovating. The safety features and 

autonomous driving demand higher computing performance and higher-bandwidth communication. In 

order to support connectivity and infotainment, the vehicles are expected to be transformed into a 

distributed IT system with cloud access; remote software updates; and high-bandwidth access to digital 

map, other vehicles, and the surrounding infrastructure [3].   

Fig. 1 shows the future automotive E/E architecture, it needs to be able to scale across different segments 

and across different functional content, and can provide the means to manage and control the growing 

functional complexity and content, the architecture also needs to cope with change demands and 

expectations over time, it is expected to provide OTA updates to update or upgrade existing vehicles. 

The updatability and upgradability of the architecture can increase the overall evolution speed and 

control after original sale. Separation of software and hardware benefits functional content largely 

independent from hardware and greatly improves the system scalability. 

1)  Characters 

Service-Oriented Architecture: SOA approach has been widely applied in IT and consumer-electronics. 

SOA provides substantial abstracted interfaces for the overall system, its encapsulation allows system 

design and testing by using agile methods, and it can reduce the increasing complex and makes it easier 

to reuse software components between vehicles generations. 

 

 

 

Fig. 1.   Automotive E/E architecture for Domain controllers 
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a) Central Gateway Server 

A central information server and a broker will deal with all communication information. It isolates the 

local Domain controls from the external environments to maintain their safety and security.  The 

physical, information, and service will be separate. This benefits the extensibility and scales with less 

variance from a basic vehicle up to a fully equipped vehicle. 

The central gateway in future automotive architecture serves as the information bridge to exchange 

information and isolate the in-vehicle domain controllers and peripheral communication sources like 

mobile cellular, Bluetooth, Wi-Fi, Ethernet. It also serves as the car’s central diagnostic interface. The 

domain controllers also serve as the gateway between the central gateway and local smart sensors, 

actuators, and ECUs, to translate and exchange message between Ethernet and CAN or LIN. 

The central gateway will take the main responsibility to maintain the network security. The central 

gateway verifies communications are coming from an approved source and protects authentications 

from being spoofed, and restricts network communications to predefined normal behavior and 

constrains abnormal or volumes of messages to avoid impairing the vehicle’s functions. It also needs to 

block unapproved and inappropriate messages, and alert any invalid attempts. This can greatly improve 

the overall vehicle network security and significantly reduce the security burden of in-vehicle domain 

controllers. 

b)  In-vehicle and back-end architectures 

There is more and more interaction between in-vehicle systems and the back-end architecture. It will be 

connected via Wi-Fi, and high-bandwidth 5G cellular network. For safety features and autonomous 

control, vehicles will be required to exchange data and information with outside sources such as other 

vehicles, infrastructure and cloud-based sources, with information about weather, traffic, road 

construction, updated maps. Because it’s not easy reprogrammed algorithms were not able to deal with 

and make the decision in real time for every possible scenario and changing driving conditions, more 

and more automotive functions need acquire data and information with the back-end systems and 

execute partly on the back end. 

B.  Functional safety and information security 

Functional safety is about ensuring the safe operation of systems even when they go wrong. Each 

industry typically has a standard to guide developments and set minimum expectations, and for 

automotive electronics it is ISO 26262, which defines functional safety as: the absence of unreasonable 

risk due to hazards caused by malfunctioning behavior of electrical /electronic systems. 

In practice, functional safety means a system that is demonstrably safe to an independent assessor in 

accordance with the target standards. Safety requires predictable failure modes which could be with full 

functionality, graceful degradation in functionality or clean shutdown followed by a reset and restart. 
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With the increasing in use of data connections and in-vehicle communication have made vehicles 

vulnerable to cyberattacks. The combination of increased electronic complexity and integration with 

other external components like keyless entry, Bluetooth, USB, telematics, wireless communications has 

provided portals into the control systems that are already deeply embedded in the vehicle. 

Automotive computer security is used to detect, protect, and correct identifiable or avoidable threats 

and protect vehicles system from previously unknown or unavoidable ones. The collaborative approach 

includes hardware-based protection in and around the ECUs, software-based in-vehicle protections, 

network monitoring and enforcement in the vehicle.  

There are many security strategies and knowledge available from the computer industry that can apply 

in automotive field. These include: 

Secure boot: Software bootloader works with hardware to ensure that the loaded software codes are 

valid to provide a root of trust for the rest of the system [4].  

Partitioned operating system:  To isolate different applications or functions by using embedded 

operating system virtualization and partition techniques. This greatly reduces the complexity of 

consolidating multiple function systems onto one single SOC. This also makes it possible to update or 

refresh one individual features without affecting any other components [4]. And the overall operation 

will not be affected if one single module fails or crashes. 

Authentication:  Authentication is the process of verifying the identity of the sender of the data. For an 

embedded application, authentication is used to verify the source of data transmitted through external 

interfaces between different ECUs or SOCs. It also can be used to confirm the trustworthiness of a 

software image prior to executing it at run time, or during download from one external memory storage. 

In practice, electronic keys, passwords, and biometrics are needed to be managed and authorized to 

access some important information like identify, phone book, locations, and financial transactions. 

Similarly, the various ECUs or SOCs in the car also need to authenticate to prevent an attacker from 

faking messages or commands.  

Enforcement of approved and appropriate behavior:  In order to prevent cyber-attacks from trying to 

send messages from one system to another component, we need to detect and correct accidental or 

malicious threats [4].   

IV.  APPLICATION AND DISCUSSION  

A. Domain controller example --Infotainment domain controller 

Traditionally, we have at least two dedicated ECUs to handle instrument cluster information display, 

Head Up Display (HUD), and infotainment system separately as shown in Fig. 2. They have their own 

PCBs and packages and connect via CAN and MOST to exchange some vehicle information like speed 

and fuel range, and some infotainment information like phone book, navigation and media. 
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For infotainment domain controller as shown in Fig. 3, we are using one centralized controller to replace 

these two infotainment domain controller block diagram is illustrated as below. 

 

Fig. 2.   Traditional infotainment system block diagram 

This infotainment domain system as shown in Fig. 4 includes several displays under one common 

system architecture and Human-Machine interface. The display information content is no longer 

assigned to a dedicated display. All the display information is handled by the centralized controller and 

they can communicate within the processor to exchange the vehicle and infotainment information itself 

instead of communicating over an external network such as the CAN bus, increasing speed and reducing 

complexity. All information is flexible and can be display in the instrument cluster, head-up display, 

central display or even on a connected terminal like Smartphone depending on the driving situation.  

This greatly improves the flexibility and reduces the latency. Furthermore, they can share and reuse 

tremendous basic software like CAN, LIN, UART, Timer, A/D sample, HMI and so on, this considerably 

save the memory space and computing power, this also significantly reduce in the amount of software 

that must be developed and validated. 

Renesas R-Car H3 SOC is chosen as the central computer for our infotainment domain controller, it has 

4 cores and memory from 512M DDR3L to 4G LPDDR4, CPU and memory bandwidth can be scaled. We 

use third party embedded operating system QNX Hypervisor to partition, separate, and isolate safety-

related environments from non-safety environments reliably and securely. The system equips Ethernet 

network to connect with external components and cloud. It is upgradeable over the air and will 

eventually communicate via 4G to the cloud. We can run both instrument cluster and infotainment 

applications with different safety and security requirements on this single hardware and software 

architecture platform.  In order to keep pace with the consumer electronics and market dynamics,  the 

infotainment feature has comparatively short life than instrument cluster’s,  this is also make it possible 

to only update dedicated software functions for infotainment sector. The safety-related driver 
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information and long-lasting functions remain unaffected meantime.  This approach has enough 

processing power and flexibility to add features in the future that don’t exist today. Above all, this 

system solution can offer Flexible Modular Redundancy, if one core or application crash, other cores and 

application will not be affected, but rather can work as redundancy to replace.           

                                                  

                                   Fig. 3.   Infotainment domain controller system block diagram 

B. Major merits measurement 

Infotainment module consolidation is a technical trend to operate multiple traditional ECUs Instrument 

cluster and Infotainment by using modern, multi-core processor. The domain controller can eliminate 

a number of redundant components like PCB, housing, power suppliers, wire and harnesses, as well as 

the ECUs themselves. Additionally, ECUs exchange data within the processor itself instead of 

communicating over an external network like CAN or LIN bus, this will greatly reduce data latency 

and system complexity. Despite domain controllers have more functions safety and network security 

concern, while there is some merit to this concern including remote software upgradability, 

connectivity and flexibility. The major merits comparison between infotainment domain controller and 

dedicated ECUs are illustrated in Table I below. 

                       

                              Fig. 4.   Infotainment Domain controller Block Diagram 
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V. CONCLUSION 

       Consumer demand for safety and software-oriented features is increasing at an unprecedented rate. The 

trend is shifting from distributed electronic controller units (ECUs) to more integrated domain 

controllers with centralized ECUs. Of course, this needs especially high demands on both the computing 

power and data memory size. However, the new vehicle architecture with domain controllers will 

deliver a fast, safe and reliable distribution of data and power. The new vehicle platform with domain 

controllers can easily take advantage of the state of the art from consumer electronics like cloud 

computing, internet connectivity and over-the-air software updates. Obviously, the powerful processors 

with multi-core, professional embedded operating system supports visualization, the innovational 

automotive architecture and high bandwidth Ethernet are the four major fundamental elements to 

achieve automotive domain controller concept. 
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ABSTRACT: The goal of this research is to design, build, and test a novel and unique Hybrid 3D metal 

printer technology system employing both additive and subtractive processes in one unit. The system is 

capable of producing a high quality finished components on one setup. The Hybrid 3D metal printer 

technology is an integration of control and physical systems of Gas Metal Arc Welding (GMAW) unit used 

for material deposition and a Computer Numerically Controlled (CNC) milling machine used for material 

removal. This system provides a smaller footprint and a more cost-effective way to produce complex metal 

parts than other competitive 3D metal printing technologies. Both 3D metal printing and machining are 

digitally controlled from a computer program using a standard digital interface utilizing CNC 

programming. As a supplementary benefit, the proposed Hybrid 3D metal printer is user-friendly; a user 

without additional experience than CNC machining can produce functional, high-quality products. 

 

 

Keywords: Three dimensional printing, hybrid metal printing, additive manufacturing, CNC machining  

 

1. INTRODUCTION 

1.1 Background 

The most common 3D (three dimensional) printing technology (also known as Additive Manufacturing) 

has been developed around plastics and is still a relatively new technology. While there are many options  

 

 

 

 

in 3D printing plastics, metal 3D printing, with a few exceptions, has been confined mainly to costly pieces  
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of equipment like one used in the airspace and jet propulsion industries [1]. 

Presently there are two fundamental 3-D metal technologies to build a part layer-upon-layer. Laser 

sintering of metal powder and direct metal deposition using laser/high energy beam to melt powder on a 

metal substrate, to create a part layer-by-layer. Parts made with either technique require using of support 

material to fabricate complex structures (overhang, bridges), secondary operations (follow on machining 

to achieve part tolerance and surface finishes), and additional labor to make the final product. The high 

cost of equipment and material, size limitations, maintenance and operation cost, and the extra added cost 

for secondary machining and finishing operation limits their application to low volume, high-cost parts 

used in industries like airspace [2, 3, 4]. These high-capital and operating costs of present 3D metal printing 

technology prevent many manufacturers from adopting it. 

There are few hybrid 3D metal printing systems based on CNC manufacturers like DMG MORI, ELB-

Schliff, Matsuura, Mazak, Mitsui Seiki, and Okuma and several new ones such as Diversified Machine 

Systems, Fabrisonic, and Optomec [4, 5]. 

Other companies such as Hybrid Manufacturing Technologies (HMT) and 3D-Hybrid Solutions, Inc. also 

provide add on solutions to CNC machines. Most of the 3d metal printing systems are based on laser 

sintering or direct metal deposition to create a 3D printed part at first, and then they are machined on the 

same or different equipment. Only a few systems use GMAW (also known as MIG- metal inert gas) welding 

for deposition, similar to our process [3, 4, 5]. Essentially, both groups metal powder and hybrid 

technologies completed the 3D printed parts first and machined them after that. These technologies pose 

several disadvantages with performance, quality, and cost. The cost of the machine, material, and 

maintenance is prohibitively high (starting from several hundred thousand to millions of dollars), and 

performance speed is quite low. Both groups could not produce complex overhang geometry without the 

support structure and provide in-situ layer control of building geometry, and surface finishes when 

machining each layer. We believe our system has several unique advantages in comparison with other 

technologies. It is capable of producing high-quality functional parts, with complex geometries, tight 

tolerance, and superior finish on the same machine while providing lower material and operation costs. 

1.2 Additive and subtractive manufacturing  

At present 3D printing, now called additive manufacturing (AM), is one of the fastest-growing 

manufacturing systems. The widespread became the usage is simple. It is often called 3D printing, implying 

that it is an extension of the 2D printing in one more dimension to produce 3D objects. Additive 

manufacturing is a type of so-called 3D printing process when a material is added layer by layer to build a 

3D structure. We will explain this general process to reveal the difference with the proposed system 

described later. The explosive increase of the 3D printer usage is based on the fact that everybody, without 
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any engineering knowledge, can produce their object, at relatively low cost, anytime at any place, and 

mostly at home. Another factor for extensive usage is that the AM type 3D printers and materials costs 

became very affordable. 

1.3 Proposed 3D Metal Printing/Machining 

Traditional AM has many limitations, such as materials, mostly plastics, small working volume, and low 

quality, which could not even get closer to industrial quality products. Looking at the advantages and 

limitations of AM and subtractive manufacturing processes, we developed a new method to take the best 

of both processes without drawbacks. To distinguish our process from traditional AM and subtractive 

manufacturing (mostly metal cutting), we call our system Hybrid 3D metal printing that combines both 

methods. 

Earlier research and knowledge are readily available to 3D metal printing materials and successfully 

applied in industry. There are many examples of successful applications of 3D metal printing like aircraft 

parts, Airbus titanium pylon bracket [6], engine parts by Mercedes [7], and WV [8], and Metal Jet fuel 

nozzles by GE [9]. Our hybrid 3D metal printer allows the building of additive/subtractive machines based 

on existing well-know and developed technologies GMAW welding and CNC machining, to deliver 

finished, ready to use parts, [10]. It can extend the existing machine shops to 3D printing advantage while 

still keeping its original operation capabilities. 

2. METHODOLOGY 

2.1 Feasibility study and testing of the 3D metal printing/machining system concept 

Initially, we defined parameters for a 3D metal printer with machining capability as an alternative to the 

more expensive options currently available This machine can deposit and remove metal material to create 

a workpiece. This technology follows the 3D design created using a 3D solid modeling application, crates 

a program, and uploads it to the 3D printer to produce functional parts.  The machine can withstand higher 

temperatures needed to work with molted metals while maintaining the desired accuracy in machining.  A 

set of specifications was created to keep the project on track, and a set of benchmarks tests were 

accomplished. 
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                                           Figure 1. 3D metal printing (left) and machining processes 

We had investigated suitable metal 3D printing technology for metal deposition. We examined several 

methods for 3D metal printing to deliver material layer by layer. We found that one common way to deposit 

build material is gas metal arc welding (GMAW), commonly called metal inert gas (MIG) welding. It 

provides a sufficient method to build the material structure but lacks a building precision.  Initially, we 

developed and built a simple prototype machine using MIG welding and machining controlled by a CNC 

machine. Although the testing process and the prototype machine were not fully automated completed, 

we successfully produce good quality samples. This proof of the concept prototype facilitated us to refine 

the concept to build a system to function automatically. 

2.2 Hybrid 3D metal welding/machining process interleave method  

The operation process of the 3D metal printing/machining system is as follows. At the initial stage of the 

process, a 3D CAD solid model is used in CAM software to create the models of the additive (metal 

deposition) and subtractive (CNC machining) program. The Hybrid 3D printing process start after the 

program is loaded in the CNC system. At first, the tool with the welding head is moved in the position and 

deposit a thin layer of material on the substrate plate, see Figure 1 (left). The welding head movement is 

controlled by the CNC machine, while the welding parameters are controlled by the GMAW welder. After 

a layer is completed, the welding head retracts, and the cutting tool machined the layer sides following the 

programmed CNC path, see Figure 1. Middle and right. This process is repeated multiple times to finish 

the production of a part. 

During the initial testing stage, we discovered that for some basic shapes, the 3D printer worked great. 

Although, when producing complex shapes with overhang, hollow parts, and bridges, the molted metal 

tends to overflow, and the sound quality could not be effortlessly achieved. We went back to refine the 

concept and redesigned the initial prototype to avoid these problems. 
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Figure 2 (a, b, c). 5 axis hybrid 3D printing-MIG welding deposition and CNC machining of overhang 

structure     

2.3 The new Hybrid 3D metal printing system 

A novel 3-D metal printing device and process were developed and built at Western Michigan University. 

This device combines GMAW welding technology (also known as MIG) with Computer Numerical 

Controlled (CNC) Machining. We integrate additive welding technology (the build-up of metal layers) 

with the subtractive/machining capabilities of CNC machines to create a unique ability for 3D component 

fabrication, feature addition, and repair for a wide variety of metals and metal alloys. 

The machine’s synchronous 5 axes, linear (3), and rotational (2) motions provide precise control of both 

additive delivery and machining of each layer from start to finish, see Figure2. The attached retractable 

welding arm is guided by the CNC controller to deposit metal precisely on a predefined path for each layer; 

then, the CNC machining tool removes excess material from the deposited layer. This deposition welding 

(additive) and machining processes (subtractive) is repeated multiple times until the final part is produced. 

Our hybrid system has the unique feature that it can deposit material and machine it in 5 axes, to create 

complex shapes, including overhang, bridges, and holes without supporting material (see Figure 2). The 

milling passes are capable of achieving high accuracy and surface finish on any surface in any direction 

without any additional setup or adjustment. Because the deposition process utilizes standard welding wire, 

the operating cost of our hybrid technology is relatively low, without requirements for special materials or 

training, resulting in a low cost per part production. 

2.4 Hybrid 3D Metal printing prototype 

We are creating a hybrid additive, and subtractive interleave process and build our first Hybrid 3D metal 

printing prototype from scratch. All these operations are performed on the same setup, see Figure 3.  

 

                                                                              

Figure 3. Hybrid 3D Metal printing prototype 

The Hybrid 3D metal printing machine can produce functional parts, without using any support structure, 

in the one setup with high tolerance, same as CNC machining, while reduced manufacturing time and cost. 
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                                                                        3. RESULTS AND DISCUSSION 

Our hybrid technology eliminates the additional steps and costs of machining parts on separate stations, 

e.g., machining immediately after each layer of metal is deposited. It enables the manufacture of 3D printed 

parts with complex geometries (including overhangs and cavities) without using support structures––

required with existing 3-D metal printing technologies. 

We are creating a hybrid additive and subtractive interleave process for our Hybrid 3D metal printing 

technology using CAM software to create the automation program. All these operations are performed on 

the same setup and without using any support structure. 

3.1. 3D Metal printing problems and our solution 

There are several problems that other 3D metal printing technology have, such as overhang/hollow 

structures, low-quality surface finish, and tolerance, etc. For example, existing 3D metal printers design 

with an overhang structure greater than 0.020 inch (0.5mm) requires additional support to prevent damage 

to the part [11], see Figure 4. 

 

     
  

 Figure 4. Existing metal 3D printing problems-overhang structures [11].  

Our technology provides capabilities, in addition to three linear motions, to rotate the table to any angle to 

create effortless overhang structures without support that are also precisely machined, as shown in Figure  

     

    
  Figure 5. Hybrid technology allow 3D print and machining without any overhang. 

Other problems for 3D printing are producing complex overhand structures such as bridges - flat down-

facing surfaces supported by two or more features with minimum unsupported -0.080 inch (2mm) and 

holes (Figure 6.) and channels not exceed a diameter of 0.30 inch (8mm), [11]. 
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                                  Figure 6. Existing metal 3D printing -bridges and complex structure [11] 

Again our technology proved the we can build not only simple overhang structures, like single bridges or 

even multi-story bridges, as shown in Figure 7. 

 

 

 

 

Figure 7. Hybrid technology allows 3D print and machining single or multistore bridges 

Furthermore, we can produce parts with intricate geometry and inner surfaces normally unreachable by 

any CNC machining tool, see Figures 8 and 9. 

                                                                                                                            

Figure 8. Hybrid 3D printing aluminum of spiral surface machined inside/outside. 

                                                                                   

Figure 9. Hybrid 3D design of toroidal surface machined inside/outside. 

In general, existing 3D metal printing technology produces inferior quality parts with relatively low 

tolerances for metal 3D printing features +/- 0.020 inches (0.5mm); furthermore, the printed surface finish 

is very low that made produced parts impossible to assemble [12]. To make parts functional, secondary 
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machining, on separate machines and setup, are required to remove support structures and provide 

suitable tolerance and surface finish. 

                

 

 

 

 

Figure 10. Existing metal 3D printing quality problems- removing support structure, tolerance, surface 

finish [12, 13]. 

Our Hybrid 3D metal printing technology provides the same quality as CNC machining with tolerances in 

range 0.001 to 0.0001 in and superior finish, all on the same machine and setup (Figure 11). 

 

 

 

 

 

Figure 11. Hybrid 3D metal printing delivers same quality as CNC machining process 

3.2 Hybrid 3D metal printer result and testing 

We have created a hybrid additive and subtractive process for our Hybrid 3D metal printing technology 

using CAD/CAM software that can produce: 

• High quality finished parts: All additive/subtractive operations are performed on the same setup 

with superior CNC quality. 

• Complex geometry without support material: Our technology allows the production of finished 

machined parts with complex 3D geometry on the same machine, without the need for any support 

structure. 

• Structures with isotropic properties in any direction: Our machine can deposit and subtract metal 

in any direction utilizing 3 linear axes and 2 rotational axes. We have produced samples by adding metal, 

layer by layer, in specific patterns: along the X-axis direction, across Y-axis, at 45°angle, and vertical Z-axis 

(Figure 12) and have tested the mechanical and microstructural properties using destructive and non-
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destructive methods. The results show almost identical isotropic mechanical properties, metallurgical 

properties, and superior surface finish in all directions [14]. 

• Testing process and optimization: We proved that our Hybrid 3D metal printing 

technology could produce complex geometry parts with precision dimensional accuracy, meeting 

the design specifications.  

                                                                

 

 

 

 

 

 

 

 

 

Figure 12. Hybrid 3D printing layers’ directions: along X axis, across Y axis, at angle 45°, and vertical Z 

axis. 

Furthermore, we have tested and evaluated that the Hybrid process is capable of fabricating fully dense 

metal parts, isotropic in all directions with mechanical properties better than bar stock material.   

For example, the average yield (YTS) and ultimate (UTS) tensile strength of 3D printed tensile specimens 

is 395MPa and 500MPa, which are better compared to standard AISI 1018 mild/low carbon steel (YTS 

370MPa & 440MPa). The Rockwell B (90-98) and Brinell hardness (170-178) numbers are also better than 

AISI 1018 mild/low carbon steel (HRB 71 and Brinell 126), for more details refer to results listed in our 

publication [14]. 

• Built parts for industry: We have made multiple complex geometry parts with a superior surface 

finish and tight tolerances. These sample parts are 3D printed and machined on the same setup. Most of 

these parts were made for industrial customers who successfully tested them inside their equipment, see 

Figure 13. 

 

Along-X axis 

Along-Y axis 
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Figure 13. Sample parts produced for industrial customer.  

Figure 13. Sample parts produced for industrial 

customer.  

 
We had proved that the Hybrid 3D metal printing machine could produce functional parts in the same 

setup with high tolerance, same as CNC machining, while reduced manufacturing time and cost. This 

hybrid concept can be effortlessly incorporated as add on kit to new or convert existing any CNC machine 

to a hybrid 3D metal printer. It can produce metal parts without the need for special training for the 

operator while still retaining the original machining capabilities.  

 

4. CONCLUSIONS 

We completed and tested the functionality of the Hybrid 3D metal printing/machining prototype system. 

One of the best advantages of the proposed technology its capability to produce high quality finished 

functional parts in one setup. The advantage of using the hybrid 3D printing process and machining is that 

the quality of every layer is controlled precisely, thus make it possible creating of finished complex surfaces, 

isotropic in all directions, with intricate internal and external shapes. Such achievement cannot be 

accomplished with traditional CNC machines or 3D printers.  In contrast to the metal powder-based 

technologies used by other 3D metal printers, the material used in this technology, GMAW welding wire, 

is broadly commercially available produced in large quantities and doesn’t need special requirements for 

storage and operation. This Hybrid technology is significantly lower in initial cost and cost to operate. It 

has a small facility footprint as it constitutes nothing more than an add-on accessory to a new or an existing 

CNC machine. 
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CHARACTERIZATION OF THE MECHANICAL PROPERTIES OF PARTS 

PRODUCES WITH A HYBRID 3D METAL PRINTER 

Pavel Ikonomov1 , Sudarshan Rawale2 
Western Michigan University, Kalamazoo, Michigan, USA 

 
 

ABSTRACT: 3D printing, also known as Additive manufacturing and rapid prototyping in the pasts has 

been growing exponentially in reset years. While plastic 3D printing is widely used, 3D metal printing has 

limited applications due to several factors. To make functional metal parts, the technology needs to be 

tested and compared with existing metal fabrication technology. We will discuss testing the physical, 

mechanical, and metallurgical properties of the parts produced with the Hybrid 3D metal printer. Our 

printer uses GMAW welding and CNC machining, two widely used methods in industry-developed to a 

novel hybrid system that can produce a part in one setup. We did our testing following the regulation by 

ASTM and ISO 3D printing standards and NIST Additive Manufacturing Benchmark Test Series (AM-

Bench). We used standard methods to evaluate tensile and bending strength, hardness test, micrograph 

with optical and microscale laser microscopes, surface rouges, CT X-ray scan, and laser and white light 3D 

scanning. The result proved that our technology can produce parts with mechanical properties exceeding 

the standard wrought metal products. 

 

Keywords: Three dimensional printing, mechanical properties, hybrid metal printing, additive 

manufacturing, characterization. 
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1. INTRODUCTION 
 

Additive Manufacturing (AM), also called 3D printing, has been primarily focused on thermoplastic 

components but is rapidly growing to include metal 3D parts. Powder bed fusion, binder jetting, direct 

energy deposition, and material extrusion are the most common technologies employed for producing 3D 

metal parts. Based on the 3D printing method, metal parts are produces differ in their quality, size, cost, 

and mechanical properties. 

1.1 Metal 3D printing technology 

MBF: One of the 3D printing technology, metal powder bed fusion (MBF), includes three subtypes: direct 

metal laser sintering (DMLS), selective laser melting (SLM), and electron beam melting (EBM). SLS 

technology works by spreading a thin layer of powder on flat surface; the power laser/beam melt it the 

desired path; the process is repeated multiple times complete the part. Depends on the technique, SLS and 

DMLS can create parts by implementing sintering or melting. SLS is using one metal when DSLM metal 

alloys. 

Sintering produces parts with porosity and needs a heat treatment after the print to melt and joint particle; 

therefore, they could not reach density and mechanical properties of the solid metal. At present most of the 

SLS and DMLS machines use melting. Instead of a laser, EMB employs high-power electronic beam that 

makes them capable of printing with high-temperature metal alloys [1].  

MBF advantages pose advantages such as using various metals and alloys, mechanical properties matching 

wrought metal, and processing are the same as regular metal parts. Disadvantages are that parts need 

designed support structures and build plates, require additional secondary operations to remove excess 

material, prints are small sizes, and uses expensive machines, operations, and metal powder [2]. 

MBT: Another 3D printing technology, Metal Binder Jetting (MBT), uses inkjet-based process spraying 

binder onto the metal powder. It is based on the technology developed at MIT in ’90 s, then called 3D 

printing [1]. MBT process starts with spreading a thin layer of powder (similar to SLS). Then the inkjet head 

sprays binder on the powder, and the process is repeated to create a fragile part. To produce solid parts, 

rebinding and sintering using a furnace are required. This method has several advantages, such as 

producing large parts, very fact printing, cheaper than PBF, does not need support structures and build 

plate. 

 

Proceedings of the ICCOTWT 2020 | Michigan, USA 23 



 

Cite this article as: Ikonomov, P., & Rawale, S. (2020). CHARACTERIZATION OF THE MECHANICAL PROPERTIES OF PARTS 
PRODUCES WITH A HYBRID 3D METAL PRINTER. In Proceedings of International Conference on Cloud of Things and Wearable 
Technologies 2020. (6th ed., Vol. 1, pp. 01-12). London, GB: ASDF International. 

DED: The third 3D printing technology, Direct Energy Deposition (DED), has two sub-types laser 

engineered net shaping (LENS) and direct metal deposition (DMD). DED prints by melting, with laser, 

electronic beam or arc, metal powder, or wire on a metal build substrate. The way it works is similar to 

welding [1]. The advantages of DED are large sizes, efficient material usages, fast printing, solid wrought 

like metal with good mechanical properties, and most unexpansive material (if a metal wire is used). 

Disadvantages includes: low surface quality and detail resolution, which require machining, support 

material is need, and uses expensive machines and operation [2]. 

MME: The fourth method is Metal Material Extrusion (MME), works similar to Fused Deposition Modeling 

(FDM), producing parts using plastic filament or rod with embedded metal powder. Solid parts are 

produced by sintering the printed parts in a furnace [3]. Advantage of this technology are that produce the 

most inexpensive 3D printing parts, and it is easy to operate. Disadvantages are high porosity and lower 

mechanical properties, require debinding and sintering, precision, and geometry restrictions related to 

shrinkage during sintering [2, 3]. 

Current 3D metal printing methods present several problems, including inconsistent material structure, 

uses multiple specialized chambers, uses systems expensive to purchase, install, operate, and maintain. 

Furthermore, these methods require using additional support structures which need secondary operations 

to remove excess material to meet tolerance requirement and surface finish. These challenges call for an 

innovative 3D metal printing device that is simple, inexpensive, and easy to operate. 

1.2 Hybrid 3D Metal Printing Technology 

 A novel 3-D metal printing device and process were developed and built at Western Michigan University 

[4]. This device marries Gas Metal Arc Welding (GMAW, also known as Metal Inert Gas MIG) with 

Computer Numerical Controlled (CNC) Machining. It integrates additive welding technology (the build-

up of metal layers) with the subtractive/machining capabilities of CNC machines. The welding arm is 

guided by the CNC controller to deposit metal precisely on a predefined path for each layer; then, the CNC 

machining tool removes unwanted material after each additive layer is deposited. This deposition welding 

(additive) and machining processes (subtractive) is repeated multiple times until the part is produced. This 

process of integrating additive with is subtractive processes enables fabrication of complex geometries (e.g., 

overhangs, cavities) without using support structures usually required by other AM technologies. 
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The innovative hybrid 3D metal printing technology fulfills the industry's needs for an economical, zero-

footprint solution for the rapid fabrication of complex metal components. The hybrid 3D metal printer 

technology can be incorporated directly onto new or existing standard CNC mills already a part of a 

machine shop, with near-zero incremental footprint to the facility, and utilizes standard commercial 

welding wire as the raw material input. 

Advantages of this approach to metallic Additive Manufacturing include lower capital cost, smallest 

footprint, lower operating cost, unlimited scalability, and inherently full density printed components with 

final form and finish directly from the machine without the need for secondary operations. Commercial 

applications include manufacturing plants, maintenance shops, and isolated remote fabrication/repair 

facilities. 

2. METHODOLOGY 

 
2.1 Why this extensive testing is needed? 

To make 3D printing the next stage in the new technology there is a need to prove that this technology can 

meet the requirement regarding material quality. The new 3D metal printing technology poses new 

challenges regarding the testing of the material structure of the parts produced with our hybrid methods. 

Casting, welding, and machining are all well-established processes with a clear path for testing material 

structures and mechanical properties. The hybrid 3D metal printing process and its products, which can be 

considered as a combination of these three technologies, is completely new and not well investigated. Due 

to the intensive heating-cooling process during metal deposition, tiny defects such as pores or cracks can 

appear in the layers reducing mechanical properties of the part. For example, when layers are deposited 

over each other as they cool residual stress can accumulate creating cracks between some of the layers and 

even wrapping the surface. Therefore, the 3D metal printing process requires superior control to avoid 

defect and changes within the internal structures of the material and material properties need to be tested 

thoroughly. 

3D printing parts, depending on the process parameters, can have anisotropic properties [5, 6]. For 

example, depending of the direction of deposition of material most 3D printed produce layer with isotropic 

properties on XY direction but the properties in Z direction are lower. These properties also depend on the 

deliver path directions and width, and layers thickness. For example, structure may be different for the 

material deliver on X-axis direction, from one drive on the crossways pattern along Y axis (90o degree to X), 

from one delivered at 45o degree from X, and considerable different on vertical Z-axis, see Figure1. 
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Figure 1. Deposition directions: along on X –axis, across on Y-axis, on 45o, and on vertical Z-axis 

There are many government and industrial standards works in progress to make sure that 3D metal printer 

parts are testing to meet the industrial requirements. As discussed at ASTM and NIST a workshop May 4-

5, 2016, there are metal additive manufacturing (AM) products applications where fatigue and fracture are 

critical [7]. NASA is well known for its pioneer efforts in AM implementation and usage while applies strict 

standards requirements to be met for any product used in the space industry [7, 8]. The draft NASA MSFN 

standard lists “four fundamentals aspects for process control of AM”… to achieve products with reliable 

mechanical properties: Metallurgical Process Control, Part Process Control Equipment Process Control, 

and Build Vendor Process Control.” According to these standards, the AM produces unique material 

product form each single AM machine the process need to be qualified separately. Witness samples allow 

testing without handling the actual part, to ensure the 3D metal printing process is accurate before moving 

forward with the actual product. Witness specimens provide direct evidence only for the systemic health 

of the 3D printing process during the witnessed build [8].  
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To meet the requirement of the industry AM and in particular our hybrid metal 3D printing process, rigor 

standard requirements need to meet when building products.  

2.2 Testing of 3D printed products 

Samples produced with our hybrid 3D metal printer need to be tested to meet requirements for quality 

parts. Apart from dimension and tolerance requirement to be met by the production, we decide to perform 

the following tests [9]. 

2.2.1 Destructive testing 

Tensile testing:  Tensile testing measures the strength of a 3D metal printed and machined sample locate 

midway between the jaws of the testing machine. The width thickness of the test specimen is measured 

before testing. The tensile strength is calculated by divide the load by the cross-section area of the middle 

of the sample. b. The shearing strength of transverse and longitudinal fillet welds is determined by tensile 

stress on the test specimens. The shearing strength of the weld in pounds per linear inch is determined by 

dividing the maximum load by the length of fillet weld that ruptured [10, 11]. 

Bend testing: It provides values for the modulus of elasticity in bending, flexural stress, flexural strain, and 

the flexural stress-strain response of the material. It deforms the test material at the midpoint forming a 

bend without fracture [10]. 

Hardness testing: Hardness is the resistance to indentation, and it is determined by measuring the 

permanent depth of the indentation. The indentation hardness value is obtained by measuring the depth 

or the area of the indentation using a ball-shaped indenter for the Brinell hardness test or cone for the 

Rockwell test. Appropriate methods will be selected depending on the welding materials and heat 

treatment [10]. 

Macro etching testing: The acid reacts with cracks edges and accentuates the weld defects. Small samples 

are polished and then etched. The cracks are inspected visually and measured for lack of fusion, porosity, 

cracks, and others. [10, 11]. 

2.2.2Nondestructive testing 

Liquid penetrant testing: Liquid penetrant testing is also called dye penetrant inspection. It is one of the 

most commonly used crack detection methods for of surface-breaking discontinuities. It can reveal 

discontinuities problems or pores internal to the weld. There are two methods, using the so-called visible 

die or fluorescent dye. With the visible die, a colored die is used with a white developer to increase the 

contrast and make it visible under regular light. Similarly, when the fluorescent dye is applied, then the 

developed is applied later to increase penetration to the surface imperfection. Then a black light is used to 

the high contrast between the fluorescent material and sample reveal the defects [12, 13]. 
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Magnetic particle testing: It is used to detect cracks, porosity, seams, and inclusions, lack of fusion, surface 

discontinuities, and shallow subsurface discontinuities in ferromagnetic materials. When applying a 

magnetic field to a part, it attracts the magnetic particles to the crack or imperfection places [10, 12]. 

CT X-Ray testing: This is a radiographic test method used to reveal the presence and nature of internal 

defects in a weld, such as cracks, slag, blowholes, and zones where proper fusion is lacking. Gamma 

provides deeper penetration allowing thicker walls to be inspected but is slower [12-13]. 

2.2.3 Metallurgical testing 

Although the metallurgical tested will be performed during the project, the information for grain size, 

expected phases or carbide sizes, grain boundary cleanliness, porosity, lack of fusion/cracks were used to 

correlate these result with the one investigated by this research. 

3. RESULTS AND DISCUSSION 

3.1 Destructive testing 

During the technology development and testing, we have optimized the 3D printing and CNC machining, 

so our final results show no cracks porosity and imperfection on any samples. They were produced with 

different directions of the 3D printing welding delivery: along the X-axis, across on Y axis, under 45 

degrees, along the Z-axis sideways, and vertical along the Z-axis. The testing proved that our technology 

provides the same mechanical properties (isotropy properties of the material) in all directions. 

 Tensile testing: The test samples were prepared as per ASTM E8/E8M-16a standards [14]. Sub-sized 

specimens were used, with dimensions of 100x6x6 mm (LxWxH). Twenty-five samples we created for each 

direction, X, Y, Z, 45o degree, and vertical side, of materials delivery. The shield gas ratios used were 

Argon30%/C0270%. After each layer was delivered, the top for the layer was machined to produce a 

smooth surface for the next layer. This process assured the quality of the welding and the constant height 

of the delivery pattern. 

We tested more than 125 tensile samples using disposition the specified above five different directions of 

the welding material deposition. According to the results, the average yield & ultimate tensile strength for 

all the direction of deposition is 395 MPa and 500MPa, respectively, see Figure 2. 

According to ER70S-6 Gas Metal Arc Welding (GMAW) wire technical specification sheet, ultimate 

strength, and yield strength are 586 MPa and 483 MPa respectively [15. In addition to wire material 

properties, we compared our 3D printed test results with ASTM A36 Mild/Low Carbon Steel [16], which 

has the yield and ultimate tensile strength between 380 MPa and 505 MPa respectively. The result shows 
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that our 3D printed samples have the same or better tensile properties when compared with GMAW 

welding wire MDS specifications and higher than ASTM A36 Mild/Low Carbon Steel. The test also 

confirms the isotropic mechanical properties of the parts produced with this technology. There was not 

much difference in the tensile properties when metal was a deposit in a different direction. 

                                  

Figure 2. Tensile testing X, Y, Z, 45 degrees and side directions of material delivery 

Bend tests: It provides values for the modulus of elasticity in bending, flexural stress, flexural strain, and 

the flexural stress-strain response of the material. Our 3D printed samples have identical or better bending 

properties when compared with ASTM A36 Mild/Low Carbon Steel. 

Hardness testing: Our 3D printed samples (Average Brinell 173, Hardeners Rockwell B 94.8, Hardeners 

Rockwell C 65, have identical or better hardness properties compared with GMAW welding wire MDS 

specifications and higher than ASTM A36 Mild/Low Carbon Steel [10, 16, 17]. 

3.2 Nondestructive testing 

Liquid penetrant testing: Liquid penetrant testing, also called dye penetrant inspection, is one of the most 

commonly used crack detection methods for of surface-breaking discontinuities [17, 18]. We applied for 

liquid penetrant Cantesco D101-A dye penetrant developer, and Cantesco P301W-A white visible dye 

penetrant. We found that the common deposition approach, when welding layers were deposit directly on 

the previous deposit one, the 3D metal printer may produce cracks or pores between layers, mostly due to 

incomplete overlapping of the weld bids or imperfect weld penetration. Therefore, we designed the hybrid 

3D printing process that includes machining of each layer before the deposition of the new layer we did 

not observe any cracks or pores. 
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3.3 Metallurgical testing 

The metallurgical microstructure was performed to check the grain boundary cleanliness, 

porosity, lack of fusion/cracks to prove the process quality of our hybrid technology [19]. Samples 

we cut in three planes XY, YZ, XZ for each of printing X, Y, Z, 45o direction. 

 

First, the microstructure testing was performed using Nikon optical microscope with x400, 

x1,000, and x1,500 magnifications, and no porosity, cracks, and other imperfection were found.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

                              Figure 3. 3D surface finish and deviations in micrometers 
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Also, Keynce MicroscopeVR-3000 with resolution 1 µm was used to measure 3D surface imperfection of 

the samples. Roughness, flatness, form, contour deviations, and 3D analysis functions, such as height 

differences, area, volume, and roughness, were performed. Again not pores and cracks were found on any 

sample. The roughness from the 3D metal printing and machining is the same as after a standard CNC 

milling process. Depending on the cutting speed and federate, the average measure Ra values were 0.57 

µm (between 16 and 32 µin.), see Figure 3.   

 

CT X-ray scans: CT X-ray scans were performed on several parts before delivering them to the user. No 

imperfection such as crack, cavity, and porosity was observed, see Figure 4 for details. 

 

              

Figure 4. CT X-ray scans of parts #2 and #1 produced for a company 

Finally, a new digital Keynce Microscope VHX-7000 series with magnification up to 6000 times and 

resolution 0.5 microns was used to measure 3D printed surface. No cracks, pores, cavity are observed on 

any measured surface. The only visible imperfections noticed were few microns elevated surface bumps 

left from the tool marks after machining the surface of the sample. 

The overall testing results proved that the hybrid technology we developed could produce parts with 

isotropic mechanical properties, superior internal/external structures, and surface finish. 

4. CONCLUSION 

We have developed and tested the performance of our novel hybrid Hybrid 3D metal printer system that 

can produce quality parts in one setup. Testing was performed following the requirements of existing 

ASTM and ISO standards for 3D printing and the NIST Additive Manufacturing Benchmark Test  

Series (AM-Bench). We optimized our process to produce multiple samples in multiple delivery directions 

(X, Y, Z, 45o) to teste the mechanical and metallurgical properties. We evaluated properties using tensile 

and bending strength, hardness test, micrograph structures with optical and microscale laser microscopes, 
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surface roughness, CT X-ray scanning, laser, and white light 3D scanning. The result proved that our 

technology could produce parts with superior isotropic mechanical properties exceeding the standard 

wrought metal products.   

We have produced multiple parts for several companies that are successfully using. The results from the 

testing and real applications prove that our hybrid 3D metal printing technology is ready for industrial 

application.   

Future work to be done includes optimization of the Hybrid 3D metal printing process, adding sensor 

based closed-loop feedback capabilities, and testing other all available GMAW wieldable materials. 
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ABSTRACT: Hybrid 3D Metal Printer uses repetitive and alternate cycles of additive and subtractive 

processes. The additive process is Gas Metal Arc Welding (GMAW) and the subtractive process makes use 

of Computer Numerical Controlled (CNC) machining. To manufacture parts having zero geometrical 

defects, it is important to optimize these processes. This research is focused on design of experiments to 

find out the factors which influence the additive process in Hybrid 3D metal printing. The additive process 

(welding) in 3D metal printing has a major influence on the mechanical properties of the final product as 

during this stage the microstructure is formed.  The welding parameters such as voltage, current, wire-feed 

rate, gas flow rate, arc stability, height and welding speed play a critical role. Porosity and hardness of the 

weld impacts its strength. But when the whole part is manufactured using a 3D printing process - alternate 

welding (additive) and milling/machining (subtractive) processes, it is important to understand how these 

parameters affect the microstructure and in turn, the mechanical properties of manufactured parts. 

Whereas all these parameters influence the outcome of the welding process, this paper only discusses the 

most influential factors such as wire feed speed (WFS - in/min), machine feed rate (MF - in/min) and the 

Trim (Arc Length Control). After optimizing the process, it also imports to check for the mechanical 

properties of the parts, hence various mechanical testing of printed parts using optimized process are 

discussed in brief.  
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1. INTRODUCTION 

Conventional 3D metal printers make use of technologies implementing either expensive or time-

consuming processes or sometimes both. The products obtained from these processes still need some work 

to turn them into finished products. These technologies are complicated and require a lot of practice to 

master. Few of these technologies can be Powder Based Fusion (PBF), in which thermal   energy fuses the 

selective regions of a powder bed to form a part/product. Selective Laser Sintering or Selective Laser 

Melting (SLS/SLM), Electron Beam Melting (EBM) and Direct Metal Laser Sintering (DMLS) are mainly 

used in the Powder Based Fusion Processes [1]. In addition to the cost ineffectiveness and the long lead-

time, there are many more disadvantages that come along with these disadvantages. These parts have 

residual stresses which need to be relieved. Most important is that the parts manufactured are not 

homogenous. They develop pores which tend to be stress concentration areas and develop cracks with 

time. To obtain a good surface finish, these parts need a separate set of finishing processes which can be 

less expensive but are time consuming [1]. Also, these parts cannot be used for applications requiring high 

degrees of hardness.  

The Hybrid 3D Metal Printer overcomes all these disadvantages while keeping the manufacturing cost, 

lead time as low as possible. Also, unlike the Powder Based Fusion processes, in Hybrid 3D Metal Printing, 

different welding wire materials can be carefully selected and used to obtain different combinations of 

mechanical properties of the parts. Table 1 lists welding wire material and their properties and applications 

that can be a basis of material selection for printing metal parts. 

Table 1 List of welding materials, their AWS class and applications [2] 

 AWS Class Applications 

SuperArc® G4Si1 ER70S-6 
Automotive components, automotive repair, robotic or hard 

automation 

SuperArc® L-50® ER70S-3 
Clean to light mill scale base material, sheet metal to 380-485 MPa 

yield strength material, Pressure vessels 

SuperArc® L-52 ER70S-2 
Root, fill and cap pass welding for piping industries, metal 

fabrication, power generation 

SuperArc® L-56 N ER70S-6 
Nuclear power plant construction and maintenance, robotic or hard 

automation, structural steel 

SuperArc® L-59® ER70S-6 Automotive, pipeline & offshore, pressure vessels, heavy fabrication 
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SuperArc® wires, manufactured by Lincoln Electric, is a low alloy and premium copper-coated mild steel 

MIG wire designed to provide consistency, feedability and arc performance. All SuperArc® wires show 

less spatter and extend the life of contact tip as they are surface treated with Microguard® Ultra™ [2]. The 

whole MIG wire product range manufactured by Lincoln Electric contain proper ratio of Chromium, 

Molybdenum, Vanadium, etc. based on the application requirements [2]. Furthermore, aluminum parts can 

also be manufactured using the Hybrid 3D Metal Printer. Different MIG wires with different compositions 

can be used in the Hybrid 3D Metal Printer while manufacturing parts that have specific application 

requirements. This changeability of the MIG wire, unlike other 3D metal printing technologies, makes the 

Hybrid 3D Metal Printer a versatile machine and gives it it’s flexibility of choosing the metal composition 

of the manufactured parts as per the requirements. 

2. METHODOLOGY 

3D printing is a developing technology. Using polymers as a raw material to obtain a 3D part is 

conventional. The Hybrid 3D Metal Printer takes a leap further. The technology that is being developed at 

Western Michigan University’s Department of Engineering Design, Manufacturing and Management is a 

critical combination of welding and milling machines. Welding, MIG in this case, is used as an additive 

process and milling/machining is a subtractive process used after each layer of the additive process. A 

given part, from scratch till a finished product, is a series of additive and subtractive processes. The one of 

the major advantages of Hybrid 3D Metal Printer, being developed at the Western Michigan University, is 

that machining is an integrated part of the printing process, hence the part manufactured has a good surface 

finish and does not need any processes like grinding, honing, chipping, etc. 

2.1 Hybrid 3D metal printing technology 

The methodology for manufacturing 3D printed metals parts is to integrate a feedback system with the 

Hybrid 3D Metal Printer to optimize the overall process by improving the additive process. Optimizing the 

additive process is a critical task as the quality of weld beads depend on multiple crucial factors such are 

Voltage, Current, Wire Fees Speed, Machine Feed Rate, Trim, arc stability, height, etc. Welding machines 

these days have a control over the voltage and current and manipulate these factors during the initial arc 

formation to melt the metals. But the other variable such as wire feed speed, machine feed rate and trim, 

height depend on the geometry of the parts being manufactured and they need to be controlled in real time. 

It is impractical and time consuming to interfere with the CNC program to adjust these parameters for 

every cycle of the additive process, depending on the geometrical constraints of the parts. One of the best 

ways to optimize this process is to add a feedback system in the control loop. 
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2.2 Feedback System 

Each part is design with different geometrical constraints and tolerances that requires modifications 

during the 3D building process. Even after carefully choosing wire feed speed, machine feed rate and 

trim can cause the weld bead to be of poor quality at few spots and few regions of the part. Hence, to 

keep a check on the weld bead quality throughout the process, we need a real time feedback system. 

Feedback systems and controls are used widely in automated systems and machines. When we think of a 

next generation of our Hybrid 3D metal printer, we are developing a feedback controls system that can 

overcome any rework, reduce waste and the lead-time for production. At present, research is being done 

to integrate the Hybrid 3D Metal Printer with such a feedback controls system. 

             

Figure 1 – Feedback System Block Diagram 

The anticipated feedback module will work as shown in the block diagram in Figure 1. Once the printing 

process starts, a feedback sensor like a high-definition camera or a laser beam, will scan the part for 

irregularities, cracks, pores or contingencies and send a feedback signal to the Electronic Control Unit 

(ECU). The Electronic Control Unit is a computer and acts as the brain of the feedback system. The 

Electronic Control Unit can vary the wire feed speed, machine feed rate, height, trim and all the other 

parameters that can be controlled from a CNC program. The optical sensor to be used will scan the part 

from time to time and will compare the part with the CAD model and check for discrepancies. If the sensor 

senses any deflections from the required quality or dimensions of the part, the coordinates of the defect are 

then sent to the ECU. As the ECU is integrated into the CNC machine, it then takes over the printing process 

for the next additive or subtractive process cycle in order to fix the defects. The ECU also decides the process 

to be performed, additive or subtractive. For example, if the sensor found that there is a pore created during 

the last additive cycle, the ECU will send signals including the coordinates of the defect location to the 

CNC machine to actuate the welding process and fill the pore at the given coordinates. A similar cycle will 

initiate the subtractive process if there is a defect that needs subtractive cycle to fix it, for example a run 
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down. The feedback system not only can add another additive or subtractive cycle but also can skip a cycle 

if the scan shows that the dimensions and quality of the part at a given point is in given tolerance. This will 

not only help us adhere to the quality of the finished product, but also save us time required for rework. 

The geometric dimensions and tolerances are important but so are the mechanical properties. Different 

parts can have different mechanical properties and surface finish based on their applications, for example 

– a gear should be hard enough not to wear out too early before its life cycle. Not only the hardness but 

also the porosity plays a critical role when it comes to torque or load transferring mechanical parts. Hence 

it is important to know how the additive parameters of the metal printing process affect the overall 

mechanical properties of a finished product and to form a basis to our feedback system for optimizing the 

additive process, we will perform a Design of Experiments. The following part of this study is focused on 

finding the significant parameters for the additive process as most of the mechanical properties are based 

on the microstructure of the material which is formed during this stage.  

3. RESULTS AND DISCUSSION 

3.1 Design of Experiments for Additive Process 

Before developing optimization process with feedback system, it is important to investigate the 3D printing 

process to study and understand the factors that can be used to control the output of the process. There is 

a cause-and-effect relationship between the input and output of the process and to understand this 

relationship we must deliberately interfere with the influencing factors under study and check the effect 

on the output [3, 10]. For this purpose, we define an experiment with a series of runs while controlling and 

changing these influencing factors and understand their effect. Design of Experiments (DOE) is a tool used 

in the development and optimization of systems, processes and product design [3]. In this study we are 

performing Design of Experiments to optimize the additive process in 3D printing. The objective is to have 

a consistent bead size throughout the process without any pores, cavities and voids irrespective of the 

geometry of the manufactured part.  Figure 2. shows a general model of our process [9]. 

 

Figure 2. General Process Model [3] 
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As stated earlier, the DOE was performed to optimize the additive incorporates three factors: the wire feed 

speed, the machine feed rate and the trim (arc length control). It is important to define the upper and lower 

limits for all these three factors. Table 2 lists the upper and lower limits. Using Minitab, a 23 full factorial 

design was generated for our experiments. 

Table 2 – Upper limit and lower limit of factors [9].  

Limit Wire feed speed Machine feed rate Trim 

Upper Limit (+1) 250 15 3 

Lower Limit (-1) 170 7.5 1 

After noting the lower and upper limits, four center points necessary for the half normal plot were added. 

This helps us understand how far the factors are moving away from their mean position, eventually helping 

us to evaluate the most influential ones [9]. Once the most influential factors are noted, they can be 

optimized. Table 3 was generated using Minitab to sequence the experiment according to run order. Based 

on the Table 3 experiments are performed and readings for width and height of the weld bead were taken. 

Table 3 – Design of Experiments with 3 factors and 4 center points [9] 
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Figure 3. Shows the weld beads obtained by varying these factors. The weld beads in the figure are in the 

standard order. It can clearly be seen from Figure 3, that the weld bead resulting from experiment 5 

(standard order) was of the best quality proving that it was an optimized combination of wire feed speed, 

machine feed rate and trim. The same experiment 5 is highlighted in Table 3. 

                           

Figure 3. Design of Experiments – Weld Bead [9] 

3.2 Analysis of Variance (ANOVA) 

To test the equality of several means, Analysis of Variance or ANOVA is used [3]. The results from Table 3 

were again used in Minitab for further evaluation. A full 23 factorial design was analyzed including the 

four center points in Minitab to get the Analysis of Variance with a regression equation and graphical 

representation of half-normal plots and Pareto charts [9]. Table 4 lists the results generated after the analysis 

done in Minitab. 

Table 4 Analysis of Variance (ANOVA) [9] 
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It is evident from the Table 4, that the p-value is less than the a-value. The a-value is the probability of 

rejecting the null hypothesis and its significant level is 0.05. It can also be seen that the p-value of trim and 

machine feed rate is less than the a-value [9]. The trim has the lowest p-value which suggests that the trim 

is one of the significant factors affecting the bead size and quality.  

 

Figure 3 (a) Pareto chart (b) Half-Normal plot of absolute standardized effect [9] 

From the Pareto and Half-Normal plot, it can be observed that the trim is the most influential factor of all 

the three factors we selected for our study, see Figure 4. The second most influential factor is the machine 

feed rate. From a different set of experiments, it was observed that when the machine feed rate was 8 

in/min, wire feed speed of 250 in/min and a trim of 2.8, the resulting height and width of bead was 0.2 

inches. Hence, it is important to optimize these factors in order to optimize the additive process [9]. 

3.3. Testing mechanical properties 

For tensile testing or tension testing, samples manufactured using the Hybrid 3D Metal Printer were 

subjected to a monatomic tension in the axial direction. The testing samples were prepared as per the 

standards of ASTM E8/E8M-16a [4]. The dimensions of the specimens were 6mm x 6mm x 100mm. The 

testing machine used for this destructive testing was MTS 810. The behavior of the specimens was observed 

and mechanical properties such as Young’s modulus, Poisson’s ratio, percentage elongation, ultimate 

tensile strength and yield strength were determined. 

Table 5 lists some of the important findings from the tensile testing of the printed specimens. According to 

the test findings, the average yield strength for the specimens for all directions of depositions is 395.4 MPa. 

Similarly, the average ultimate tensile strength for all directions of depositions is found to be 499.6 MPa. 
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Table 5 – Yield strength and ultimate tensile strength (Along Different Axes) 

Axis  Yield (MPa) UTS (MPa) 

X 389 498 

Y 380 493 

Z 405 503 

45° 410 505 

Vertical 393 499 

The three-point bending flexural test was performed on the material using the ISO standard test specimen 

with dimensions 80mm x 10mm x 4mm. The three-point bending flexural test helped to determine the 

modulus of elasticity, flexural strain and flexural stress. Following the ASTM E290-14 standards, the 

bending fixture used for the testing was designed in a way that the specimens tested were bent in ‘V’ shape 

by applying pure bending force [5]. This bending test helped to determine the value of maximum flexural 

stress that the material can withstand. The force applied ranges from 1,000 lbs. to 1,300 lbs. or 4,448 N to 

5,782N. 

To understand the hardness of the 3D printed metal products, Rockwell B and Brinell Hardness tests were 

performed on a specimen. To understand how the additive process affects the hardness, the results from 

the hardness tests for the 3D printed specimen were compared with AISI 1018 – mild steel. The Rockwell 

scale is based on indentation hardness of a material where the penetration depth of an indenter under a 

large load (major load) compared to the penetration depth by a preload (minor load). Whereas, the Brinell 

hardness scale determines the indentation hardness through the scale of penetration of an indenter. 

Table 6 – Comparison of hardness test results 

Material Rockwell B Brinell hardness  

SuperArc® L-50® (Printed) 90 - 98 170 – 178 

AISI 1018 (Mild Steel) 71 126 

To check the presence of cracks and pores in the 3D printed parts/products, specimens were subjected to 

CANTESCO D101 as a dye penetrant. The developer used after the penetrant dye was CANTESCO P301. 

No cracks and pores were observed. 

Further, to check for the microstructure and internal defects like pores and cavities, CT scans were 

performed, and the results were satisfactory show not defects and pores. X-ray inspection of the printed 

metal parts were also performed to check any voids or cavities. The result from X-ray inspection show no 

internal cavities. The results from CT scans and X-ray scans were consistent for multiple test specimens 
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and proved that the metal parts manufactured using the Hybrid 3D Metal Printer were homogenous and 

had no internal defects.  

4. CONCLUSION 

The properties of parts manufactured using the Hybrid 3D Metal Printer are better than other technologies. 

But to keep the quality in check and maintain homogeneity in parts manufactured, it is important to 

optimize the quality and size of the weld bead. This can be done in real time using a feedback system which 

implements an optical sensor to communicate ECU. ECU can control and vary the influential welding 

parameters and can optimize the additive process thus reducing the lead time and improving the quality 

and mechanical properties. The results from Design of Experiments carried out to understand the 

significance of the factors affecting the additive process show that the Trim (Arc Length Control) is the 

most influential followed by the machine feed rate (MF). Higher feed rates tend to decrease the superiority 

of the weld bead. Hence, the higher the feed rates the more chances there are of developing cavities, voids, 

and pores [9]. The factors studied during the experiments can easily be controlled by the ECU proving that 

a feedback system will improve the quality and reduce the lead-time.  

The mechanical properties are as important as the lead time and quality of the parts manufactured. The 

tensile testing results show that the values of YTS and UTS are good when compared to standard AISI 1018 

mild steel/low carbon steel which has yield tensile strength of 370 MPa and UTS of 440 MPa [7]. These 

results are also in good agreement with the manufacturing data sheet of the materials. It is evident from 

the results that the Brinell hardness and Rockwell B numbers are better compared to the AISI 1018 (mild 

steel/low carbon steel) which are Brinell 126 and HRB 71, respectively [7]. During the three-point bending 

flexural test, it was found that the pure bending force required to bend the sample specimen ranges 

between 1000lbs to 1300lbs. The liquid penetration test, X-ray scans and CT scans shows that the 3D printed 

parts can achieve high degree of homogeneity and have less to no cracks and pores. These tests let us have 

a standpoint that the 3D printed parts exceed the expectation but also have a great scope of improvement 

in some areas. 
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ABSTRACT: This paper describes use of real time operating system (FreeRTOS) for IoT (Internet of things) 

and other applications on a small low-cost microprocessor board. The advantage of using RTOS for IoT 

applications is that it can be used on various heterogeneous processor-based nodes. Most of the code can 

be made processor independent and be moved to heterogeneous nodes. We describe briefly features of 

FreeRTOS, the use of real time scheduling concepts on a FRDM board and traffic signal control application. 

The aim of the paper is to introduce real time concepts and use of RTOS on a small embedded system 

board.  

I. INTRODUCTION 

Real time operating systems (RTOS) provide support for deterministic timing behavior while general 

operating systems (OS) provide non-deterministic behavior. Real time embedded systems require very fast 

response and low latency dependent on the application requirement. For example, the automotive engine 

controller performs multiple tasks. Each task has its own timing needs. RTOS helps in scheduling these 

tasks using selected algorithms before their deadlines. Depending on the application the response time can 

vary from microseconds to hours. The hardware can have virtual memory support for the scenario when 

response time requirement is large but virtual memory is not suggested for very short response time case 

 

s. FreeRTOS is designed to be small enough to run on a microcontroller to provide real time scheduling, 
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 inter-task communication, timing and synchronization functionality in the core [1]. 

In a real-time system, a timely response to an external input is vital. It means that multiple tasks should 

execute before their respective deadlines. Deadline depends on the task and application environment, 

which is generally a specific time instant or a time interval.  The task should complete or execute accurately 

within its deadline. Sometimes to meet the deadline, the task computation need not be accurate, but can be 

approximate value. In hard real time (HRT) systems the tasks have to meet the deadline all the time. If not 

done, there will be a catastrophic result. Example: aircraft falls down. Soft real time (SRT) systems can 

violate the deadlines occasionally as long as they complete. Example:  There is no catastrophic result if your 

cell phone internet access takes more time.  

II   IOT 

IOT (Internet of Things), is a network of physical objects or nodes (such as wearables, home appliances, 

cameras, instruments, security systems etc.) embedded with smart components (such as microprocessors, 

sensors, actuators etc.) and connected to other devices and system over the Internet [2]. An IoT node itself 

is a connected device e.g. each sensor acts as a node to provide some valuable data to a control device at 

the edge of the IoT ecosystem. Nodes are connected to their operators or cloud via IoT gateway (a physical 

device or software program). RTOS is useful in IOT. IOT needs real time monitoring, analysis and control. 

RTOS coordinates all these activities in the IOT device. They all communicate and share data/information 

using stipulated protocols in order to achieve smart reorganizations, positioning, tracing, real time online 

monitoring, online upgrade, process control and administration. Figure 1 shows the architecture of IoT, 

showing how the various devices are connected to the FOG and then to the cloud. Fog uses edge 

computers to carry out a substantial amount of computation, provide storage, and routing communications 

both local and remote. Fog computing is closer to nodes where the data is created and it improves 

efficiency. 

        

 

 

  

 

 

 

Figure 1. IOT architecture 
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III. RTOS 

An operating system (OS) manages the hardware resources of a computer like memory allocation, interrupt 

servicing, and interface to input or output devices. An RTOS performs these tasks with very precise timing 

and a high degree of reliability. This is especially important in hard real time embedded systems where a 

program delay could cause a safety hazard. RTOS schedules various tasks based on the scheduling 

algorithms, manages message queues, semaphores, mutexes, and timers. RTOS are used in many 

embedded applications where there are multiple tasks with strict deadlines and priorities. A very simple 

embedded application may not need RTOS. The automotive anti-lock brake system is an example 

application for RTOS. A typical anti-lock brake system consists of an electronic controller (MCU) running 

RTOS, wheel speed sensors, hydraulic modulator and power source to modulate the brakes. Aim is to 

prevent wheel lock in slippery roads. When wheel lock is sensed or impending wheel lock is sensed, the 

brake is pulsed or modulated to bring the speed lower and out of the locked condition. There are three 

important tasks: reduce stopping distance, improve stability, and improve steerability during braking. This 

system receives speed information from the four-wheel speed sensors continuously, processes the data by 

using control logic calculations, and adjusts brake on-off pulses. The deadlines for each task is met so that 

the car is safe under any road conditions. RTOS ensures that the task scheduling is optimum to meet the 

task deadlines. RTOS are well suited for hard real time systems that require non-stop operations, and high 

reliability without down-time. 

IV. SCHEDULING 

Scheduling various real time tasks is done using RTOS [4]. A real-time scheduling system is composed of 

the scheduler, clock and the processing hardware elements. In a real-time system, the tasks should be 

schedulable. The tasks are accepted and completed as specified by the task deadline depending on 

the chosen scheduling algorithm. The scheduling can be dynamic or static. Dynamic scheduling provides 

efficient schedules. In a static algorithm the task running schedule is decided offline by the programmer. 

Static scheduling is relatively easy and provides a good analysis of the schedulability issues of multiple 

tasks.  

A clock-driven scheduling algorithm is primarily used for hard real-time systems where all properties of 

all jobs are known at design time, such that offline scheduling techniques can be used. Weighted round-

robin is used for scheduling real-time traffic in high-speed, switched networks. Priority-driven scheduling 

is used for more dynamic real-time systems with a mix of time based and/or event-based activities, where 

the system must adapt to changing conditions and events. For scheduling a task at a specific time, a periodic 

timer interrupt can be used. Decisions about what jobs execute and when to execute are made at specific 

time. Regular round-robin scheduling is commonly used for scheduling time-shared applications. Every 

job joins a FIFO queue when it is ready for execution. When the scheduler runs, it schedules the job at the 
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head of the queue to execute for one time slice. If the job has not completed by the end of its quantum, it is 

preempted and placed at the end of the queue. This scheduler has limited use in real-time systems if jobs 

are scheduled on multiple processors. Here a job can be dispatched from the priority run queue to any of 

the processors. A job migrates if it starts execution on one processor and is resumed on a different processor.  

Static systems have lower performance (in terms of overall response time of the jobs) relative to dynamic 

systems. It is possible to validate a static system, whereas this is not always true for a dynamic system. 

Most hard-real time systems use static scheduling since it can be validated.  

EDF - Earliest deadline first algorithm is a dynamic scheduling algorithm and it assigns priority to jobs 

based on deadline– Earlier the deadline, higher the priority. Priority-driven scheduling has many 

advantages over clock-driven scheduling. It is better suited to applications with varying time and resource 

requirements, as it needs less prior information and small run-time overheads. [5] 

RM – Rate Monotonic Scheduling algorithm is very popular. Task set consists of periodic, preemptible 

tasks whose deadlines equal the task period. This is a static priority scheduling algorithm. Task priority is 

proportional to the inverse of the task period.  i.e. the task with the shortest period has the highest priority. 

Precedence and Exclusion conditions - Both RM and EDF assume that there are no precedence constraints 

and the tasks are preemptible. Also assumes that there is no exclusion condition—i.e. certain tasks should 

not interrupt certain other tasks [6]. 

Multiple Runtime values for a task - Some tasks will have two versions. Version one may execute fast and 

provide low quality but acceptable results. Version 2 may take more time to execute and provide higher 

accuracy results. The scheduler will run version 1 or version 2 depending on the workload and relative 

deadline. 

Sporadic Tasks - Sporadic tasks have minimum and maximum inter-arrival time. For scheduling, they can 

be considered as periodic tasks with a period of minimum interarrival time. If the tasks arrive with the 

minimal interarrival time, they get their normal static or dynamic schedule. If the tasks come at maximum 

interarrival time, the scheduler does not use the slots available for the task and uses it to run some non-

critical or background tasks. 

High priority and Long period Tasks - There may be some high priority tasks with long periods. In RM 

scheduling they may be assigned low priority. To increase the priority of such a task one can split the task 

into a number of smaller period tasks. (Example: Let task T4 have a period of 400ms, and execution time of 

40 ms. To increase its priority, split it as T4’ with a period of 400/2 = 200 ms and execution time of 40/2 = 

20 ms. This automatically gives higher priority for T4’ than T4. T4’ is identical to T4. Both have 40 ms 

execution time within 400 ms period.) 
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V. FreeRTOS 

There are a number of real time operating systems, available in the market.  Some of them are: µC/OS-III, 

QNX, VxWorks, LynxOS, FreeRTOS, OpenRTOS, and SafeRTOS. FreeRTOS is a free, small foot-print 

opens-source RTOS [1]. It is simple and portable (95% of the code is in C and 5% in architecture specific 

assembly programming language). It has fewer bugs as compared to most RTOS (e.g. VxWorks). The salient 

features of FreeRTOS are: support for multiple tasks and or threads, supports both static and dynamic 

priority for threads, has good synchronization and communication primitives, and supports static and 

dynamic allocation of resources including simple memory management. It also supports scheduling of 

tasks with preemptive, cooperative, and hybrid scheduling algorithms. It implements a very efficient 

context-switch among tasks. The inter-thread synchronization supports binary, counting, recursive 

semaphores and mutexes (with priority inheritance to minimize priority inversion scenarios). RTOS does 

not support features such as device drivers, networking, file systems, user accounts, virtual memory 

management etc. FreeRTOS has been ported to a number of microcontroller boards (MCB), where each 

MCB can have one or more sensor nodes on it. FreeRTOS's code breaks down into three main areas: tasks, 

communication, and hardware interfacing. 

● Tasks: A task is a user-defined C function with a given priority. The code in files tasks.c and task.h does 

creating, scheduling, and maintaining tasks. 

● Communication: The code in files queue.c and queue.h handles FreeRTOS communication. Tasks and 

interrupts use queues to send data to each other and to signal the use of critical resources using 

semaphores and mutexes. 

The Hardware Whisperer: The approximately 9000 lines of code that make up the base of FreeRTOS are 

hardware-independent; the same code runs whether FreeRTOS is running on an old microprocessor or the 

newest ARM processor. About 6% of FreeRTOS's core code acts as an  interface between the hardware-

independent FreeRTOS core and the hardware-dependent code. Figure 2 shows FreeRTOS's layers. In 

FreeRTOS, if a static priority assignment is used (no vTaskPrioritySet() ), one can set the priorities for the 

tasks as per RM scheduler (task with lowest period is given highest priority).  
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Figure 2: FreeRTOS layers 

VI. IMPLEMENTING A TASK 

A task has the following structure:  

    void vATaskFunction( void *pvParameters ) 

    { 

        for( ;; ) 

        { 

            -- Task application code here. -- 

        } 

        /* Tasks must not attempt to return from their implementing 

        function or otherwise exit.  In newer FreeRTOS port 

        attempting to do so will result in an configASSERT() being 

        called if it is defined.  If it is necessary for a task to 

        exit then have the task call vTaskDelete( NULL ) to ensure 

        its exit is clean. */ 

        vTaskDelete( NULL ); 

    } 

The type TaskFunction_t is defined as a function that returns void and takes a void pointer as its only 

parameter. All functions that implement a task should be of this type. The parameter can be used to pass 

information of any type into the task. Task functions should never return. Hence they are implemented as 

a continuous loop. Tasks are created by calling xTaskCreate() or xTaskCreateStatic(), and deleted by 

calling vTaskDelete(). 

The RTOS task will specify a time after which it requires ‘waking’ up when going to sleep. The RTOS task 

can specify a maximum time it wishes to wait when blocking. The FreeRTOS real time kernel measures 

time using a tick count variable. A timer interrupt (the RTOS tick interrupt) increments the tick count – 

allowing the real time kernel to measure time to a resolution of the chosen timer interrupt frequency. Each 

time the tick count is incremented the real time kernel must check to see if it is now time to unblock or 

wake a task. It is possible that a task woken up or unblocked by the tick ISR (Interrupt service routine) will 

have a priority higher than that of the interrupted task. If this is the case the tick ISR should return to the 

newly woken/unblocked task – effectively interrupting one task but returning to another. ISR timing is 

shown in Figure 3. 
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Figure 3: ISR timing 

Referring to the numbers in the diagram above: 

● At (1) the RTOS idle task is being executed. 

● At (2) the RTOS tick occurs, and control transfers to the tick ISR (3). 

● The RTOS tick ISR makes vControlTask ready to run, and as vControlTask has a higher priority 

than the RTOS idle task, switches the context to that of vControlTask. 

● As the execution context is now that of vControlTask, exiting the ISR (4) returns control to 

vControlTask, which starts executing (5). 

A task is preemptive if the interrupted task is preempted without suspending itself voluntarily and a 

context switch occurs. SafeRTOS  is a safety Real Time Operating System (RTOS) for embedded systems to 

provide good performance and dependability, and using minimal resources[7]. It is based on the FreeRTOS 

functional model. One can prototype task scheduling using FreeRTOS and then convert to SafeRTOS 

during development. 

VII. FreeRTOS TASK CREATION 

xCreateTask() function is used to create a task and add it to the ready queue. It takes 5 arguments as 

inputs to define various features of the task 

xTaskCreate(MyTask-pointer, Task-name, StackDepth, Parameter, Priority, TaskHandle) 

where MyTask-pointer: This first argument to task creation function is a pointer to a function definition of 

a task. Because we need to define a task with the help function.  

Task-name: This argument is just the name of the function/task that we will create. 

StackDepth: In multitasking, each task/thread has its own stack. It defines the stack size of a task in bytes. 

Parameter: If we want to pass a pointer to a variable as an argument to the task function, we can use this 

argument. Otherwise, we can pass the NULL value. This argument is a pointer to a variable that the task 

(function) can receive. 
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Priority: This is an important parameter because it is used to set the priority of tasks. We set priority with 

passing numbers as an argument. For example, if we create four tasks and assign them priority 0, 1,2 and 

3. Hence, zero means the lowest priority and 3 means the highest priority. 

TaskHandle: This argument keeps the handle of the function that we can use to change function features 

such as the deletion of a task, changing its priority, etc. We can create multiple threads by using xCreatTask.  

VIII. SETTING TASK EXECUTION PATTERN 

vTaskDelayUntil function is used to define a deterministic sequence of task execution. For example, if there 

are four tasks to be executed after 100, 120, 130 and 140ms, vTaskDelayUntil blocks the task for a defined 

time after its first execution. vTaskDelayUntil is different from delay of the board. It delays a specific task 

and the CPU keeps executing other threads. 

FreeRTOS follows both pre-emptive scheduling and cooperating scheduling. But by default, this API 

implements pre-emptive time-slicing scheduling. That means high priority tasks preempt low priority 

tasks and equal priority tasks use time-shared policy to get CPU resources. This code creates four tasks 

with different priorities. But all three tasks are periodic. Because of vTaskDelay() function, each task goes 

to a blocking state for a specified time.   The following is an example code with 3 tasks [9] 

#include <Board_FreeRTOS.h> 

void setup() 

//Initialize the Serial Monitor with 9600 baud rate 

{ 

Serial.begin(9600); 

Serial.println(F("In Setup function")); 

//Set the digital pins 8 to 11 as digital output pins 

  pinMode(8,OUTPUT); 

  pinMode(9,OUTPUT); 

  pinMode(10,OUTPUT); 

  pinMode(11,OUTPUT); 

//Create three tasks with labels Task1, Task2 and Task3 and assign the priority as 1, 2 and 3 respectively.  

//We also create the fourth task labeled as IdelTask when there is no task in  

//operation and it has the highest priority. 

 xTaskCreate(MyTask1, "Task1", 100, NULL, 1, NULL); 

 xTaskCreate(MyTask2, "Task2", 100, NULL, 2, NULL); 
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 xTaskCreate(MyTask3, "Task3", 100, NULL, 3, NULL); 

 xTaskCreate(MyIdleTask, "IdleTask", 100, NULL, 0, NULL);} 

//We can change the priority of task according to our desire by changing the numeric’s //between 
NULL texts. 

void loop() 

{ 

//There is no instruction in the loop section of the code. 

// Because each task executes on interrupt after specified time 

} 

//The following function is Task1. We display the task label on Serial monitor. 

static void MyTask1(void* pvParameters) 

{ 

  while(1) 

  {  

    digitalWrite(8,HIGH); 

    digitalWrite(9,LOW);  

    digitalWrite(10,LOW); 

    digitalWrite(11,LOW);  

    Serial.println(F("Task1")); 

    vTaskDelay(100/portTICK_PERIOD_MS); 

  } 

} 

//Similarly this is task 2 

static void MyTask2(void* pvParameters) 

{   

while(1) 

  { digitalWrite(8,LOW); 

    digitalWrite(9,HIGH);  

    digitalWrite(10,LOW); 
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    digitalWrite(11,LOW);    

    Serial.println(F("Task2")); 

    vTaskDelay(110/portTICK_PERIOD_MS); 

  } 

} 

//Similarly this is task 3 

static void MyTask3(void* pvParameters) 

{  

while(1) 

  {  

   digitalWrite(8,LOW); 

   digitalWrite(9,LOW);  

   digitalWrite(10,HIGH); 

   digitalWrite(11,LOW); 

   Serial.println(F("Task3")); 

   vTaskDelay(120/portTICK_PERIOD_MS); 

  } 

} 

//This is the idle task which has higher priority and calls when no task is running. 

static void MyIdleTask(void* pvParameters) 

{ 

  while(1) 

   {  

    digitalWrite(8,LOW); 

    digitalWrite(9,LOW);  

    digitalWrite(10,LOW); 

    digitalWrite(11,HIGH); 

    Serial.println(F("Idle state")); 

    delay(50); 
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  }   

} 

    IX. FRDM K-64 F board for IOT 

FRDM- K64F board is based on ARM® Cortex®-M4 Core [8]. The FRDM K64F board has a Form-factor 

compatible with the Arduino R3 pin layout. It has a 6-axis digital accelerometer and magnetometer to create 

full eCompass capabilities, a tri-colored LED and 2 user push-buttons for direct interaction, a microSD card 

slot, and connectivity using onboard Ethernet port and headers for use with Bluetooth® and 2.4 GHz radio 

add-on modules. Figure 4 shows details of the board. 

 

     

Figure 4: FRDM board details 

The FreeRTOS kernel running on the FRDM board can be used to schedule multiple tasks simultaneously 

for many applications. The board has the Cortex-M4 a high-performance low-cost processor for 

applications including automotive, sensor network, medical instruments, IOT, robotics, smart city, and 

smart watch. The FRDM board is ideally suited for developing applications for IOT, since this board has 

ethernet connectivity, various sensors like accelerometer, low power consumption, low cost and analog 

interface. The benefits of using FreeRTOS are: Abstract out timing information, Maintainability/ 

Extensibility, Modularity, Cleaner interfaces, Easier testing, Code reuse, Improved efficiency, Flexible 

interrupt handling, and Easier control over peripherals. Some of the disadvantages of using RTOS are, the 

possibility of starvation of low priority tasks, and difficulty to program.  

X. APPLICATION of FreeRTOS in TRAFFIC CONTROLLER 

The traffic light controller is a hard-real time system (with multiple tasks).  The operating system takes into 

consideration which task takes priority. It assumes the following: 
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● All tasks are periodic  

● Tasks do not synchronize with other tasks, i.e. share resources, exchange data 

● Preemptive scheduling must be implemented to ensure that the CPU executes the highest priority 

tasks that are ready to run  

FreeRTOS is a preemptive kernel and the highest priority task is always ready to execute.  

Interrupts or ISR will preempt tasks when called upon resulting in resuming the highest priority task 

once it’s completed--Figure 5 illustrates this. 

                                     

Figure 5: prioritizes tasks and interrupts 

Tasks have typically never-ending looping. Tasks can be deleted when they have completed. They are more 

typically set as dormant when required to be active for a given time period  

Code written for traffic signal application can be split into a number of tasks such as tasks for assigning 

period, time for each color light, priority, interrupts for pedestrian crossing requests, and camera to identify 

the amount of traffic in each direction and sequence. Figure 7 shows a typical traffic signal. 

                                      

Figure 7 Traffic Signal 

More sophisticated controller with more states can be designed. We describe a simple traffic controller, 

which is based on traffic on the road and allows pedestrians to request for “walk”. The East West signal 

goes from Red (55 sec) to Green (55 seconds) to Yellow (5 seconds) and returns to Red. After 115 seconds, 
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the North South traffic signal gets through the above cycle and then the control goes to East West. If there 

is no traffic in one direction detected by IR sensor, the signal does not return to that direction for 230 

seconds. If there is a request from a Pedestrian from any corner, then the East West and North South signals 

(all) turn to Red and wait for 55 seconds with Walk signal on. EW signals have priority over NS signals. 

Once a signal goes to Green, it has to be there for 55 seconds and then turn yellow and then go to red. This 

action cannot be interrupted. Pedestrian request will be serviced only after a minimum of 230 second 

interval (i.e. the NS and EW signals are serviced once). If the pedestrian request comes during a Red signal, 

the duration of the red timing is increased in both directions. We have tasks with execution time, period, 

priority, preemption, duration during which tasks cannot be interrupted (with possible priority inversion), 

Cyclic schedulers (depends on traffic detection), and timer interrupts. This system can be made more 

efficient by adding Right turn signals and Walk for requested direction only.    

XI. CONCLUSION 

In this paper, we reviewed RTOS characteristics, scheduling concepts and FreeRTOS features. We showed 

the use of task scheduling, use of a real time operating system, implementation on a microcontroller board 

and hints for writing real time software for a simple application.  
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ABSTRACT: There is a potential need for efficient patient monitoring systems for the future world in 

increasing population and disease outbreaks. We have seen in recent times that how the COVID-19 virus 

spread happened and turned out as a pandemic. We are proposing an IoT based novel idea “pandemic 

smart band”, this will help to monitor and track critical patient health and movement. This paper explains 

the pandemic smart band architecture, block diagram, functionality, features like hotspot tracking, 

Geofencing, E-Pass, fall detection, SOS, Pulse monitoring, and benefits. The main aim of this idea is to 

restrict the virus spread by monitoring the patient’s locomotion and alert the system. This multifunctional 

band also acts as emergency SOS to rescue the user. 

 

Keywords : Smart band, safety band, pandemic band, patient monitoring, patient tracking, IoT safety band, 

IoT alert system, smart ID, rescue band, SOS emergency alert system, geofencing, e-pass, fall detection, 

hotspot tracking, pulse monitoring.  

I.   INTRODUCTION 

The year 2019-2020 will be a notable year of everyone’s life with the experience of major outbreak of 

“COVID19 -The most recent Pandemic” which has impacted almost the entire world adversely. The virus 

has changed lifestyle and process of almost everything in life where mask and social distancing has become  
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the new normal. The virus is invisible and most dangerous fact is the diseased cannot know if they are 

infected till several days and by then they might have unknowing spread this across to way too many 

people. In such scenarios it is essential to track the presence of virus and caution the nearby surroundings 

regarding. By now each country has taken tracing pandemic occurrence seriously and have assigned special 

task force to accomplish this. However, there is a need for a better, efficient and easy way to address issues 

like this. Which would be needed in case of any pandemic. Disease outbreaks are usually caused by either 

infections, contact, or any environmental changes or sometimes could be totally air borne [1]. This paper 

proposes an idea of Pandemic Smart Band, which are based on Internet of Things (IoT). The idea can 

monitor the patient’s health and their movement. This band can alert the surroundings to be cautious. The 

architecture details and functional overview of the proposed solution is elaborated in later sections of the 

paper.  

II. LITERATURE REVIEW 

Health bands are in general needed to help monitor the patient’s health condition and take required 

precautions when needed and is essential to avoid fatal incidents of an individual. In case of communicable 

diseases, there is a need to not only monitor the health of the patient but also to track their movement to 

constrain the spread. Most importantly during the outbreak of deadliest diseases like COVID19, Plague or 

Ebola [2] many other types of influenzas [3] or in other words Pandemic outbreaks [4, 5]. The spread of the 

disease is like a dense spider web and having a smart band like the one proposed in this paper will aid the 

control of the spread and save many lives.  

The consequences of pandemics lead to Health Impacts, Economic Impacts, Social and Political Impacts. 

Also, the treads of Pandemic risks have been increasing year after year [6, 7]. However, the existing 

mitigation plans so far aren’t enough to cope with the situations and there is a high demand and need of 

more efficient ways. To withstand pandemics there is a need to build healthy nations, clean environment, 

reduce pollution and inculcate eco-friendly acts in all aspects of life of every individual. In addition, the 

preparedness is a must and with the existing technological advancements as of today that is achievable. 

One such attempt is this proposal where Pandemic Smart bands rely on IoT and they have the capability 

to monitor the health of the patient and also restrict his movements and caution him and surroundings of 

the presence of virus. This way the Pandemic Smart band will help contain the disease.  

There has been some work done in the area of health monitoring bands, which help monitor patient’s 

heartbeat, breath [8]. There exists research on some e-health monitoring band to diagnose patients having 

device implants like pacemakers and others, avoiding hospital visits [9]. However, there is need of 

additional features to tackle pandemics scenarios and closely monitor the spread of the disease. To address 

this gap and to meet the need of this pandemic situations this idea is being proposed. The elaborated details 

of the working of the band are illustrated in this paper.  
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The aim of this paper is to address the following questions with a proposed idea of an IOT based tool design 

which will help to contain the spread of communicable diseases and be better prepared to deal with future 

pandemics. 

A. Why We Need This 

World had witnessed couple of pandemics so far and Asian Flu Pandemic was the one of the most 

widespread pandemics in history. The pandemic outbreaks happen due to wide spread of virus from one 

to another. We lost millions of people due to this uncontrolled outbreak COVID19 and loss is still ongoing. 

Lockdowns hopefully give the best results for certain extent but that may lead to rise other crisis like food 

and economic crisis leading to economic, social and several other disasters.  

B.  Why Only Wristband 

The main intention behind the molding this idea as wrist band [17] is, it will be (1) easy to wear by anyone 

and anytime (2) easy to operate with touch screen and single button control (3) quick to access and respond 

back (4) easy maintenance (5) light weight[10].  

III. IMPLEMENTATION 

Pandemic smart band is an IoT based battery-operated wearable device which looks like a regular smart 

watch, having the capability to monitor patient health, track the movements and alert the system. This band 

have multiple features, explained in next sections of the paper.  

A. Functional Block Diagram 

The intention behind this idea is to control the disease outbreak by monitoring the critical patient and alert 

the system (i.e., public, hospitals, police). Figure 1 shows the functional overview of the smart pandemic 

band. The main jobs of the pandemic band are (1) check the user authentication, which ensures the band is 

with right user (2) collects the user’s health data [11], location of the user or the patient (3) Data exchange 

with the cloud server, cloud server enables two way communication i.e., uploads the user or patients data 

to the cloud and on the other side will download the guidelines and instructions to the band for the user 

access (4) alerts the user.                                                                

                                                           

                                                      Figure 1. Functional Block Diagram 
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B. Module Level Block Diagram and Details 

The below Figure 2 block diagram explains the electronic modules in “pandemic smart band” and interconnection. 

                                                         

Figure 2. Electrical Block Diagram 

a. MCU 

Micro controller unit is the brain of pandemic smart band, which takes the user data, processes it, displays 

the data and takes necessary actions. 

b. Liquid crystal display & Touch screen 

Liquid Crystal Display acts as face of the pandemic smart band, displays the information like date, time, 

heart rate, user health data and guidelines for the user. Touch screen acts as input device to the smart band. 

User can feed the inputs manually by touching the screen and select the icons.  

c. Control Buttons 

These are multipurpose push buttons, which are required to power on and off the device, pairing Bluetooth 

devices and emergency SOS. 

d. GPS Receiver 

This GPS receiver [12] module helps to locate the user on the earth. Pandemic smart band will export the 

latitude and longitude co-ordinates in NMEA format with 10mtr accuracy (accuracy depends upon the 

satellite coverage)  

e. GSM 

This module is responsible to push the user’s data to the cloud and pull the alerts, guidelines from the 

cloud [13] 

f. Digital Gyro Sensor 

This sensor is responsible to detect the angular movement and acceleration to know the sudden 

displacements of the smart band [14] 

Proceedings of the ICCOTWT 2020 | Michigan, USA 61 



 

Cite this article as: Eeshwaroju, S., Jakkula, P., & Ganesan, S. (2020). PANDEMIC SMART BAND AN IOT BASED PRODUCT IDEA TO 
CONTROL THE VIRUS OUTBREAK. In Proceedings of International Conference on Cloud of Things and Wearable Technologies 2020. (6th 
ed., Vol. 1, pp. 01-11). London, GB: ASDF International. 

g. Bluetooth Low Energy Communication 

This module enables to connect pandemic band with the external devices like smart phones. over Bluetooth. 

h. Vibration Motor 

This is a compact vibration motor, small unbalanced mass on a DC motor creates vibrations when we 

power on motor. Microcontroller turns on and off as application demands.  

i. External Memory 

External memory is an on-board memory used to store the user’s health data and save the recent location 

details along with time stamp. This memory storage operates in FIFO model. [11] 

j. Battery 

Finally, this is the most important part of the product, which enables power supply to all the modules of 

the smart band. This will be a rechargeable battery or batteries pack. This band will operate on low power 

mode to save the battery life and helps keep tracking for longer time. 

IV. APPLICATION OVERVIEW 

This application is intended to monitor the critical patient’s movements and alert the nearby people and 

take necessary actions. Pandemic band is wearable just like smart watch with extra features and aims to 

save the mankind. Once the patient is identified as a critical patient, patient monitoring system (PMS) will 

tie the pandemic band to the critical patient and keep monitoring until patient gets cured and returns to 

normalcy. Each pandemic band will have a unique SIM to track it individually. The standalone model can 

save the lives by reducing the virus spread.  

                                                           

Figure 3. Pandemic band & PMS overview 

A. Account Registration 

Patient monitoring system will push the user details into pandemic band and upload to the cloud server. 

User details comprise of the patient’s personal information like complete name, fingerprints, local unique 

identification, home address, guardian details and medical information like blood group, disease ID, 

medical allergies and family physician [16].  As shown in Figure 3, patient monitoring system can monitor 

the critical patient details. PMS will define the boundaries where patient can move. Boundaries will vary 

for each band depending upon the home location, hospital areas. 
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B. Categorizing Hotspots and Tracking 

Hotspot categorization and tracking are the continuous process and based on user inputs. PMS server will 

have all the latest data points from the pandemic bands. PMS will categorise the complete area into five 

hotspots depends safety and allocate rank Hotspot 1 (the safest) to hotspot 5 (the most dangerous). Smart 

band will clearly display the current location’s hotspot category. 

Hotspot #1: No critical patients in the zone and no one critical patient has travelled across the place. 

Hotspot #2: No critical patients, but critical patients had visited two weeks back 

Hotspot #3: No critical patients, critical patient visited within two weeks 

Hotspot #4: Critical patent identified and no new cases within a week 

Hotspot #5: More than one critical patient and new cases registered within week. 

C. Alerts and Escalations 

Pandemic band is designed in such a way that it alerts the patient (level 1), guardian (level 2) and 

emergency services (level 3) as reporting fails shown in Figure 4 

 

                                                              

Figure 4. Alerts and escalation Flow Diagram 

Level 1 Alert: It is vibration alert by pandemic band. This burst mode alert lasts for 7 seconds and repeats 

3 times for every one-minute gap.  Escalates to level 2, if the patients fail to respond back by fingerprint 

authentication. Vibration duration and intensity can be programmed depends on patient sensitivity. 

#Level 2 Alert: This is guardian alert by text message or phone call. This will notify the guardian to take 

necessary action. Escalates to level 3 if still patient fails to do fingerprint authentication 

#Level 3 Alert: This is the final alerts which informs the local emergency services ambulance, police and 

fire that the patient tracking is missing. 

D. Patient Recognition and Authentication 

Patient recognition and authentication is an important feature to check the pandemic band is with right 

one and PMS is tracking the same person. This feature randomly requests the patient for fingerprint 
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authentication. The fingerprint authentication data entered each time is verified against the preloaded 

patient fingerprint data entered at the time the band was initiated for the first time. The main intention of 

this feature is to locate the right person and restrict the movements to control the virus spread. 

E. Geofencing 

This feature alerts the patient if they are trying to cross the allowed geo limits. Pandemic band calculates 

the safe radius from the data points fed initially and live data points received from the cloud. Patient must 

be within allowed limits to keep everyone safe. PMS will initiate alerts and escalation system as detailed in 

section 4.3 above, if patient won’t follow the instructions. 

F. E-Pass 

This is a multi-purpose feature of the pandemic band, where common people who aren’t patients can also 

wear this band. This band can act as an e-pass to enter the supermarkets, shopping malls and other places. 

Pandemic band displays Hotspot numbers, as described in section 4.2. Only the users displaying Hotspot 

#1 will be allowed into the respective premises the individual 

G. Emergency SOS 

This is a safety feature within the pandemic smart band for the user. User can request emergency service 

by pressing control button for “3 times, for more than one second duration each time” (this is called two 

stage protection, will be explained in later sections). Emergency centres and any speed dial contacts stored 

on band will be notified with the emergency notification with user’s name, personal details along with 

location.  

H. Pulse Monitoring 

Pulse monitoring is to know user health status. Figure 5 below explains the functional block diagram of 

Pulse monitoring and data transmission. Just like regular smart watch, the pandemic band uses an LED 

light to make the capillary veins in your wrist visible to a sensor that measures how fast blood is pumping, 

then interprets the heart rate as shown below in "beats per minute". 

                                                

Figure 5. Pulse monitoring Functional Block Diagram 
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I. Fall Detection 

Pandemic smart band will detect sudden fall with the help of gyroscope and accelerometer data. It can differentiate if 

the user has fallen or just the smart band is dropped down. Once the event is detected, band will blink the screen trice 

with one second duration between each blink. If the user doesn’t respond back, band assumes the user is in danger and 

sends the details to the emergency contacts. User can disqualify the event by pressing the control button. Figure 6 

shows the functional block diagram. 

                                              

Figure 6. Fall Detection & Reporting Block Diagram 

J. System Overview 

Figure 7 illustrates how the overall “smart band” system looks like. This application is mainly for immediate reporting 

and to get the nearby system notified of any precautions to be taken and ensure personal safety. This application can 

track the patient and continuously update the information to the receivers. The “smart band” system works like one of 

our previous publications [15].  

                                         

Figure 7. Pandemic Band Working Overview 

V. ADVANTAGES 

There are several advantages with this standalone and automated pandemic smart band i.e., (1)It facilitates 

the quick and easy emergency reporting ensuring everyone’s safety both the patient and people around 

them. This creates fearless environment and gives enough confidence. (2) Controls the virus spread by live 

tracking and efficient alert and escalating system (3)Only identified people will be quarantine instead 
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complete world which will avoid several other crises like economic, trade. (4) This band can be used as 

general purpose band with limited and essential services which helps to keep a tab on their surroundings. 

VI. MISUSE CONTROL 

The advent of technological advancements is equally enhancing the false or misuse techniques. There is a 

possibility that the patient doesn’t wear the pandemic smart band, which can lead to dangerous outcomes. 

To avoid such kind of scenarios we are embedding few smart techniques to control the misuse. (1) 

Randomly requesting fingerprint authentication which ensures the critical patient must be alert and within 

the reach. (2) Ideal time calculation which calculates how long the patient did not wear the smart band. 

Pandemic band must be either on charging or with critical patient. (3) Over charging time calculation which 

measures how much extra time we kept for over charging. (4) In case the fake SOS requests from a specific 

device repeat multiple times, then the control station will suspend the account and there would be charges 

fined as a penalty. The misuse control system works like the one used in [15] i.e., the unintended or fake 

requests (like miss press) sent from the “smart band” to the emergency services can be minimized with a 

two-stage protection system.   

VII. FUTURE ENHANCEMENTS 

Although the Pandemic Smart Band idea proposed in this paper is efficient, cost-effective and intelligent. 

There is still scope of possible enhancements like enhancing the security levels by pairing with smart 

devices like mobile phones, tablets. Using smart device cameras and AI (artificial intelligence) we can 

enhance the security levels and some of the additional. (1) CNN based facial recognition and alert system. 

(2) Voice based alert systems. (3) Can be used by Alzheimer’s patients. (4) Private sectors can access the 

PMS server for the virus spread information based on location, without having access to the patient’s 

personal details. 

       VIII. CONCLUSION 

This paper details on the "Pandemic Smart Band” an IOT based device idea. The design and 

implementation details are detailed via the block diagrams, functionality diagrams for every supported 

feature. This paper also illustrates the advantages, misuse control, possible future enhancements. 
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ABSTRACT: Increased applications in the field of Internet of Things (IoT) from Military to Industries and 

healthcare to household, has exposed the data shared between the devices in the network to extreme 

vulnerabilities and remote attacks. Security is a core inherent requirement to deliver safe and reliable IoT 

services spanning from the cloud to connected devices. IoT devices are potential entry points to wider IoT 

ecosystems. Thus, security of every single IoT device is more burdensome and extremely crucial. Protection 

of IoT devices against cyber-attacks can help achieve a high level of confidentiality, integrity, and 

availability with authorized access to the users. Security of IoT devices is a work in progress, and 

proliferation of these devices at an alarming rate is making it more challenging to secure them. 

IoT security encompasses many different aspects of security such as secure boot, device authentication, 

encryption, secure communication, authorized transactions, and lifecycle management. Multiple software- 

and/or hardware-based approaches may be employed in the industry to implement security in each of 

these areas to meet the requirements of the specific market. Hardware-based secure elements can provide 

the high level of security required by many IoT applications. 

Devices that are easily accessible, such as sensors and actuators are prone to physical attacks, such as being 

tampered with to provide incorrect data to the nodes or being sent commands from unauthorized sources. 

Using software security alone to protect these devices is not adequate, as the threats in these distributed 

systems are not confined to the software/network layer only. Without a secure hardware, the IoT devices 

cannot have a firm foundation to build a secure infrastructure on. 
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 The objective of this paper is to: 

• Highlight the challenges of IoT devices 

• Emphasize the importance of IoT security 

• Draw attention to the Hardware Security and importance of its implementation 

• Discuss Hardware Security option 
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ABSTRACT: Cities today face a massive challenge of gap in data available for the locations of urban heat 

islands. The location is required for any planning intervention to offset the effect in the neighborhoods. The 

paper highlights a proposal is to build a web portal and mobile app, which would have updated spatial 

information about cities urban heat islands.  The objective is to create more awareness about the pressing 

issue that the urban heat islands are, to deliver actionable insights for government and policy makers to 

take necessary actions in this regard and to provide a database to the existing NGOs working in the field 

to help them strategize their actions for maximum impacts. 
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I.   INTRODUCTION 

Urban heat islands need no introduction, in the current setting of highly urbanized cities and harsh climatic 

conditions. The ever-increasing pressure of built up areas encroaching all the breathable spaces within the 

cities, the microclimatic conditions have started to deteriorate at much higher rate than it did a decade ago. 

Thereby creating urban heat island pockets inside the city boundaries making the harsh climate ever more 

un-bearable. 

 

 

 

 

 

 

 

This paper is prepared exclusively for International E-Conference on Novel Innovations and Sustainable Development in Civil Engineering 2020 which is 

published by ASDF International, registered in London, United Kingdom under the directions of the Editor-in-Chief Dr E B Perumal Pillai and Editors Dr. 

M Vinod Kumar and Mr. R. Saravana Kumar. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted 

without fee provided that copies are not made or distributed for profit or commercial advantage, and that copies bear this notice and the full citation on the 

first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). Copyright Holder can be 

reached at copy@asdf.international for distribution.  

2020 © Reserved by Association of Scientists, Developers and Faculties [www.ASDF.international] 

Proceedings of the ICCOTWT 2020 | Michigan, USA 71 



 

Cite this article as: Tiwari, P. (2020). CITY MICRO-CLIMATE DATA PORTAL. In Proceedings of International Conference on Cloud of 
Things and Wearable Technologies 2020. (6th ed., Vol. 1, pp. 01-06). London, GB: ASDF International. 

In order to mitigate these hot spots and plan strategies to maintain a thermally comfortable outdoor 

condition in a more uniform way, it is first required to picture the city with respect to the land surface 

temperature. This is where Indian cities lack, there is no single window system or application which 

showcases the urban heat islands, or hot spots in Indian cities for various time periods. Planners, Urban 

local bodies, policy makers, and environmentalists, all can benefit if a collective and collated information 

about the city with its high land surface temperature zones can be identified for an efficient strategy 

building. 

City level information is available only through published research work, state level information however 

is available at multiple portals. There is a requirement of city level data spatially understand the 

implications of human activities, physical conditions and the thermal conditions.  

Challenge 

The climate is changing, and it is changing at a much rapid rate today with the advent of multiple urban 

risks that the cities are exposed to. The vulnerability of communities at large is globally increasing with 

every passing day. It is visibly affecting the environment with prominent changes and social issues pressed 

upon the society with the increased exposure. 

The ice is melting, the sea is rising and the temperature is getting hotter day by day. To understand the 

global changes that occurring, one must realize the micro implication that are being faced by the 

population. 

The cities are facing microclimatic changes which are more prominent than ever. Urban heat island which 

is defined as a metropolitan area that is significantly warmer than its surrounding rural areas due to human 

activities. The phenomena is not limited to a boundary of “urban” and “rural” but has over the years and 

with the complicated intermix of activities and spaces in the urban centers, have transitioned to a more 

varied heat island distribution within an urban area itself.  

In order to mitigate these hot spots and plan strategies to maintain a thermally comfortable outdoor 

condition in a more uniform way, it is first required to picture the city with respect to the land surface 

temperature. This is where Indian cities lack, there is no single window system or application which 

showcases the urban heat islands, or hot spots in Indian cities for various time periods. Planners, Urban 

local bodies, policy makers, and environmentalists, all can benefit if a collective and collated information 

about the city with its high land surface temperature zones can be identified for an efficient strategy 

building.  City level information is available only through published research work, state level information 

however is available at multiple portals. There is a requirement of city level data spatially understand the 

implications of human activities, physical conditions and the thermal conditions. 
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II.   SOLUTION 

The proposal is to build a web-based portal and a mobile application. This application would show in 

interesting graphics (easy to understand by non-technical people) about the cities microclimatic conditions 

and how it has been changing and by what rate or degree. The portal would also indicate remedial 

measures and their outcomes if implemented (i.e. if tree plantation is done in an area how much would it 

affect the land surface temperature or if a water body is introduced what would be the impact). The portal 

would act as a decision support system and would give actionable insights to climate sensitive enthusiasts, 

NGO’s, government organizations and private organizations. City planners would benefit with this 

platform in terms of having data about the heat island locations in a city and reducing the existing data gap 

in this sector. 

         

Figure 1 City Micro Climate CmC Data Portal Prototype  

Source: Author 

The prototype has been developed using the QGIS mapping platform and data generated for the city of 

Bhopal, India with multiple time frames. CmC portal has this data embedded as a pilot project for the proof 

of concept. The tab of cities consists of a city list for which the data for land surface temperature is available. 

The page is designed with a map window, a left detail panel, and a bottom graph panel. The map window 
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consists of a web map (web map allows for real-time updation of data through QGIS mapping software), 

with features like search, zoom, map and tools, legends and coordinate details along with a base map.  

The left detail panel gives a brief information about the city, the time frame of the land surface calculation 

and the differences observed within these time frames. The same panel also has an adaptation feature 

which includes a drop own menu of different actions that can be introduced within the city. When one 

action is selected the portal displays the subsequent land surface temperature change. The actions listed 

included: have built up, have dense vegetation, and have a water body. The relationship has been 

established by multiple random points chosen to formulate a co-relation equation for each city integrated 

in the system. This equation is city specific calculated and integrated into the portal so as to have the most 

precise prediction of the impact on the city’s micro climate with respect to the temperature for any 

intervention. 

 

Figure 2 City micro Climate Data Portal Prototype with interventions impact  

Source: Author 
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Impact 

There is a need to have a portal like the City micro Climate Data portal so as to have a data bank pertaining 

to the land surface temperature pattern for different cities. This information can then be used by planners, 

decision makers, environmentalists and climate change thinkers to come up with strategies that can be 

planned in cities to offset the increasing land surface temperatures. Actions can be planned in a spatial data 

driven priority and result oriented approach using the data provided in the portal.  

Method 

The methodology adopted for the generation of land surface temperature is as follows:  

TOA (Top of Atmospheric) spectral radiance  

                     TOA (L) = ML * Qcal + AL 

where: 

ML = Band-specific multiplicative rescaling factor from the metadata (Radiance_Mult_Band_x, where x is 

the band number). Qcal = corresponds to band 10. AL = Band-specific additive rescaling factor from the 

metadata (Radiance_Add_Band_x, where x is the band number). 

 

 TOA to Brightness Temperature conversion 

                      BT = (K2 / (ln (K1 / L) + 1)) − 273.15 

where: 

K1 = Band-specific thermal conversion constant from the metadata (K1_Constant_Band_x, where x is the 

thermal band number). K2 = Band-specific thermal conversion constant from the metadata 

(K2_Constant_Band_x, where x is the thermal band number). 

L = TOA 

Calculate the NDVI 

                     NDVI = (Band 5 – Band 4) / (Band 5 + Band 4) 

Calculate the proportion of vegetation Pv 

                     Pv = Square ((NDVI – NDVImin) / (NDVImax – NDVImin)) 

Calculate Emissivity ε 

                     ε = 0.004 * Pv + 0.986 

Calculate the Land Surface Temperature 

                     LST = (BT / (1 + (0.00115 * BT / 1.4388) * Ln(ε))) 

Calculation of urban heat island intensity  

                       𝑈𝐻𝐼 = µ + 𝜎/ 2 

In which µ is the mean LST value of the study area, and σ is the standard deviation of the LST. 

Proceedings of the ICCOTWT 2020 | Michigan, USA 75 



 

Cite this article as: Tiwari, P. (2020). CITY MICRO-CLIMATE DATA PORTAL. In Proceedings of International Conference on Cloud of 
Things and Wearable Technologies 2020. (6th ed., Vol. 1, pp. 01-06). London, GB: ASDF International. 

The layer of UHI is a raster layer which is symbolized to make it more understandable to be used in a 

portal. Random points are created in QGIS software over this raster file and the spatial join is performed 

with the values of NDVI, LST, Built up and NDWI. This spatial join gives a holistic data set to be used to 

generate a co-relation between all the parameters further used to make a predictive model. The equation 

with R2 is then integrated in the portal.  

III.   WAY FORWARD 

The portal although addresses to the existing data gap. There is a possibility of further enhancing the same 

with the approach that solutions or actions for the offsetting of Urban Heat Islands can be of varied time 

durations. There can be short term, as well as long term solutions with the impact timing also different in 

different cases. This temporal aspect can be integrated in the intervention section of the portal to facilitate 

better judgment of the actions and the subsequent impact that these actions would have on the neighboring 

areas.  

ACKNOWLEDGMENT 

The author acknowledges the existing research as an inspiration for the paper. The portal prototype has 

been developed using the wix website development platform along with QGIS software for all the required 

mapping work.  

REFERENCES 

[1]. Javed Mallick, Y. K. (2008). Estimation of land surface temperature over Delhi usingLandsat-7 ETM+. 

J. Ind. Geophys. Union , 131-140. 

[2]. Jeevalakshmi. D, D. S. (2017). Land Surface Temperature Retrieval from LANDSAT data using 

Emissivity Estimation. International Journal of Applied Engineering Research, 9679-9687. 

[3]. Ramachandra T. V., B. H. (2012). Land Surface Temperature Analysis in an Urbanising Landscape 

through MultiResolution Data. Journal of Space Science & Technology, 1-10. 

[4]. S.B. Ali, S. P. (2017). Microclimate land surface temperatures across urban land use/land cover forms. 

Global J. Environ. Sci. Manage, 231-242. 

[5]. Sun, Y. (n.d.). Retrieval and Application of Land Surface Temperature. 

[6]. Ugur Avdan, G. J. (2016). Algorithm for Automated Mapping of Land Surface Temperature Using 

LANDSAT 8 Satellite Data. Journal of Sensors. 

[7]. Patnaik, S; Ali, S.B., 2018. Parks and Gardens of Bhopal: Development and attributes of urban green 

space in the city, Urban India 37(2). 

[8]. Ali, S.B.; Patnaik, S., 2017. Thermal comfort in urban open spaces: Objective assessment and subjective 

perception study in tropical city of Bhopal, India, Urban Climate. 

 

 

Proceedings of the ICCOTWT 2020 | Michigan, USA 76 



 

Cite this article as: Subbanna, S., & Ganesan, S. (2020). CLOUD COMPUTING IN INTERNET OF THINGS AND NEED FOR SECURITY. In Proceedings 
of International Conference on Cloud of Things and Wearable Technologies 2020. (6th ed., Vol. 1, pp. 01-31). London, GB: ASDF International. 

ISBN 978-93-88122-13-9  VOL 01 

Website www.iccotwt.com  eMail iccotwt@asdf.res.in 

Received 26 June 2020  Accepted  03 July 2020 

Article ID iccotwt.2650  eAID 2020.iccotwt.2650 

 

 

CLOUD COMPUTING IN INTERNET OF THINGS AND NEED FOR 

SECURITY 
Ms. Sneha Subbanna1 and Dr. Subramanian Ganesan2 

1,2Electrical and Computer Engineering Department Oakland University 

 
 

ABSTRACT: This work in progress paper talks about the concepts of Internet of Things (IoT), architecture 

of different computations used for IoT applications such as Cloud, Fog, Mist and Edge, Industrial Internet 

of Things (IIoT) and challenges faced in IoT. Going further, this paper will discuss about the challenges 

faced in IoT security issues, Cyber Security and Hardware security and its implementation. 
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INTRODUCTION 

Increased applications in the field of Internet of Things (IoT) from Military to Industries and healthcare to 

household, has exposed the data shared between the devices in the network to extreme vulnerabilities and 

remote attacks. Security is a core fundamental requirement to deliver safe and reliable IoT services extend 

over the cloud to connected devices. IoT devices are potential entry points to larger IoT networks. Thus, 

security of every single IoT device is more burdensome and extremely crucial. Protection of IoT devices 

against cyber-attacks can help achieve a high level of confidentiality, integrity, and availability with 

authorized access to the users. Security of IoT devices is a work in progress, and proliferation of these 

devices at an alarming rate is making it more challenging to secure them. 

IoT security encompasses many different aspects of security such as secure boot, device authentication, 

encryption, secure communication, authorized transactions, and lifecycle management. Multiple software- 

and/or hardware-based approaches may be employed in the industry to implement security in each of 

these areas to meet the requirements of the specific market. Hardware-based secure elements can provide 

the high level of security required by many IoT applications. 

Devices that are easily accessible, such as sensors and actuators are prone to physical attacks, such as being 

tampered with to provide incorrect data to the nodes or being sent commands from unauthorized sources. 

Using software security alone to protect these devices is not adequate, as the threats in these distributed 

systems are not confined to the software/network layer only. Without a secure hardware, the IoT devices 

cannot have a firm foundation to build a secure infrastructure on. The objective of this thesis is to: 

• Highlight the challenges of IoT devices 

• Emphasize the importance of IoT security 

• Draw attention to the Hardware Security and importance of its implementation 

• Discuss Hardware Security option 

INTRODUCTION TO INTERNET OF THINGS (IOT) 

Imagine a world where billions of objects can sense, communicate, and share information, all 

interconnected over public or private Internet Protocol (IP) networks. These interconnected objects have 

data regularly collected, analyzed, and used to initiate action, providing a wealth of intelligence for 

planning, management and decision making. This is the world of the Internet of Things (IoT).  

The term Internet of Things is 21 years old. But the actual idea of connected devices had been around 

longer, at least since the 70s. Back then, the idea was often called “embedded internet” or “pervasive 

computing”. But the actual term “Internet of Things” was coined by Kevin Ashton in 1999 during his work 

at Procter&Gamble.  
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Internet of things (IoT) is a network of physical objects. The internet has evolved from being a network of 

computers to network of all devices of all sizes and shapes , vehicles, smart phones, home appliances, toys, 

cameras, medical instruments and industrial systems, animals, people, buildings, all connected ,all 

communicating & sharing information based on stipulated protocols in order to achieve smart 

reorganizations, positioning, tracing, safe & control & even personal real time online monitoring , online 

upgrade, process control & management. 

IoT can be defined in three categories as below:  

(1) People to people  

(2) People to machine /things 

(3) Things /machine to things /machine, Interacting through internet. 

Vision of IoT: Internet of things is a conceptual model which connects all the things or the objects present 

in a network to other things or objects in the same network through unique addressing and wiring/wireless 

schemes to provide services and applications via interaction to reach common goals. In this context the 

research and development challenges to create a smart world are enormous. A world where the real, digital 

and the virtual are converging to create smart environments that make energy, transport, cities, and many 

other areas more intelligent.  

Internet of Things is refer to the general idea of things, especially everyday objects, that are readable, 

recognizable, locatable, addressable through information sensing device and/or controllable via the 

Internet, irrespective of the communication means (whether via RFID, wireless LAN, wide area networks, 

or other means). Everyday objects include not only the electronic devices that are encounter or the products 

of higher technological development such as vehicles and equipment but things that are not ordinarily 

considered as electronic at all - such as food , clothing ,chair, animal, tree, water etc (1).  

Internet of Things is a new transformation of the Internet. Objects make themselves recognizable and they 

obtain intelligence by making or enabling context related decisions thanks to the fact that they can 

communicate information about themselves. They can access information that has been aggregated by 

other things, or they can be components of complex services. This transformation is concomitant with the 

emergence of cloud computing capabilities and the transition of the Internet towards IPv6 with an almost 

unlimited addressing capacity. The goal of the Internet of Things is to enable things to be connected 

anytime, anyplace, with anything and anyone ideally using any path/network and any service. 

HISTORY OF INTERNET OF THINGS 

The Internet of Things (IoT) has not been around for very long. However, there have been visions of 

machines communicating with one another since the early 1800s. Machines have been providing direct 

communications since the telegraph (the first landline) was developed in the 1830s and 1840s. The Internet, 

itself a significant component of the IoT, started out as part of DARPA (Defense Advanced Research 
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Projects Agency) in 1962, and evolved into ARPANET in 1969. In the 1980s, commercial service providers 

began supporting public use of ARPANET, allowing it to evolve into our modern Internet. Global 

Positioning Satellites (GPS) became a reality in early 1993, with the Department of Defense providing a 

stable, highly functional system of 24 satellites (2).  

IoT’s roots can be traced back to the Massachusetts Institute of Technology (MIT), from work at the Auto-

ID Center. Founded in 1999, this group was working in the field of networked radio frequency 

identification (RFID) and emerging sensing technologies (3). Kevin Ashton believed Radio Frequency 

Identification (RFID) was a prerequisite for the Internet of Things. He concluded if all devices were 

“tagged,” computers could manage, track, and inventory them. To some extent, the tagging of things has 

been achieved through technologies such as digital watermarking, barcodes, and QR codes. Inventory 

control is one of the more obvious advantages of the Internet of Things. Simply stated, the Internet of Things 

consists of any device with an on/off switch connected to the Internet. (2) In the 1990s, Internet connectivity 

began to proliferate in enterprise and consumer markets but was still limited in its use because of the low 

performance of the network interconnect. In the 2000s Internet connectivity became the norm for many 

applications and today is expected as part of many enterprise, industrial and consumer products to provide 

access to information. However, these devices are still primarily things on the Internet that require more 

human interaction and monitoring through apps and interfaces. The true promise of the IoT is just starting 

to be realized – when invisible technology operates behind the scenes dynamically responding to how we 

want “things” to act. (4) 

                             

Figure 1: IoT Introduction 

In 2003, there were approximately 6.3 billion people living on the planet and 500 million devices connected 

to the Internet. By dividing the number of connected devices by the world population it is clear that there 

was less than one (0.08) device for every person. Explosive growth of smartphones and tablet PCs brought 
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the number of devices connected to the Internet to 12.5 billion in 2010, while the world’s human population 

increased to 6.8 billion, making the number of connected devices per person more than 1 (1.84 to be exact). 

(3)  

ARCHITECTURE 

Architecture in the IoT Domain, as any other IT domain, provides a common language to different 

components and stakeholders in a system. There are three basic layers of IoT architecture- 

1. The client side (IoT Device Layer) 

2. Operators on the server side (IoT Getaway Layer) 

3. A pathway for connecting clients and operators (IoT Platform Layer) 

Addressing all the layers is very crucial for an IoT device. And hence these layers are tackled in the basic 

four stages of IoT Architecture below- 

• Sensors and Actuators: Sensing and actuating stage covers and adjusts everything needed in the 

physical world to gain the necessary insights for further analysis. 

• Internet getaways and Data Acquisition Systems: This stage processes the enormous amount of 

information collected on the previous stage and squeeze it to the optimal size for further analysis. 

• Edge IT: Edge IT systems perform enhanced analytics and pre-processing and transfers data to IT 

world 

• Data center and cloud: It enables in-depth processing, along with a follow-up revision for 

feedback. (5) 

An IoT Devices make up a physical or perceptual IoT layer and typically include sensors, actuators, and 

other smart devices. One might call these the “Things” in the Internet of Things. Devices, in turn, interface 

and communicate to the cloud via wire or localized Radio Frequency (RF) networks. This is typically done 

through gateways. Often IoT devices are said to be at the “edge” of the IoT network and are referred to as 

“edge nodes”. When selecting a device, it is important to consider requirements for specific I/O protocols 

and potential latency, wired or RF interfaces, power, ruggedness and the device’s overall sensitivity. It is 

critical to determine how much device flexibility your architecture should have. 

IoT Gateways are an important middleman element that serves as the messenger and translator between 

the cloud and clusters of smart devices. They are physical devices or software programs that typically run 

from the field near the edge sensors and other devices. Large IoT systems might use a multitude of 

gateways to serve high volumes of edge nodes. They can provide a range of functionality, but most 

importantly they normalize, connect and transfer data between the physical device layer and the cloud. In 

fact, all data moving between the cloud and the physical device layer goes through a gateway. IoT gateways 

are sometimes called “intelligent gateways” or “control tiers”. It is becoming common practice to 
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implement data encryption and security monitoring on the intelligent gateway so as to prevent malicious 

man-in-the-middle attacks against otherwise vulnerable IoT systems.  

These are these requirements for an end-to-end IoT architecture, 

• Concurrent Data Collection – support for collection, analysis, and control from a large number of 

sensors or actuators 

• Efficient Data Handling – minimize raw data and maximize actionable information 

• Connectivity and Communications – provide network connectivity and flexible, robust protocols 

support between sensors/actuators and the cloud 

• Scalable – scale individual elements in the system using the same architecture 

• Security – end to end encryption and monitoring 

• Availability and Quality of Service – minimal latencies and fault tolerant 

• Modular, Flexible and Platform-independent – each layer should allow for features, hardware, or 

cloud infrastructure to be sourced from different suppliers 

• Open Standards and Interoperable – communication between the layers should be based on open 

standards to ensure interoperability 

• Device Management – enable automated/remote device management and updates 

• Defined APIs – each layer should have defined APIs that allow for easy integration with existing 

applications and integration with other IoT solutions  (6) 

There are many categories of IoT architectures like Three (Layer) Tire, Five (Layer) Tire, Fog Computing, 

Edge Computing, Hybrid Cloud-Fog-Mist Computing, Mist, and many more domain specific architectures 

like Radio Frequency IDentification (RFID) ,  Service Oriented Architecture (SOA), Wireless Sensor 

Network (WSN), Supply chain Management (SCM), Health Care, Smart Society, and many more. Though 

there are many sorts of IoT architecture, this thesis explores Fog computing, Edge Computing and Mist 

Computing mainly. 

Sensors, actuators, compute servers, and the communication network form the core infrastructure of an IoT 

framework. 
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Figure 2: (A) Three layered IoT Architecture (B) Five layered IoT Architecture 

This architecture was introduced in the early stages of research and the three layers are namely, the 

perception, network, and application layers. 

• The perception layer is the physical layer, which has sensors for sensing and gathering information 

about the environment. It senses some physical parameters or identifies other smart objects in the 

environment. 

• The network layer is responsible for connecting to other smart things, network devices, and 

servers. Its features are also used for transmitting and processing sensor data. 

• The application layer is responsible for delivering application specific services to the user. It 

defines various applications in which the Internet of Things can be deployed, for example, smart 

homes, smart cities, and smart health. 

The Three-layer architecture defines the main idea of the Internet of Things, but it is not sufficient for 

research on IoT because research often focuses on finer aspects of the Internet of Things.  One is the five-

layer architecture, which additionally includes the processing and business layers.  

The Five-layers are perception, transport, processing, application, and business layers. The role of the 

perception and application layers is the same as the architecture with Three-layers. The outline of the 

functions of the remaining three layers. 

• The transport layer transfers the sensor data from the perception layer to the processing layer and 

vice-versa through networks such as wireless, 3G, LAN, Bluetooth, RFID, and NFC. 

• The processing layer is also known as the middleware layer. It stores, analyzes, and processes 

huge amounts of data that comes from the transport layer. It can manage and provide a diverse set 

of services to the lower layers. It employs many technologies such as databases, cloud computing, 

and big data processing modules. 

• The business layer manages the whole IoT system, including applications, business and profit 

models, and users’ privacy. (7) 
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CLOUD COMPUTING: 

During 1950s, companies started to use large mainframe computers, but it was too expensive to buy a 

computer for each user. So, during the late 1950s and early 1960s, a process called time-sharing was 

developed to make more efficient use of expensive processor time. Time-sharing enabled users to access 

numerous instances of computing mainframes simultaneously, maximizing processing power and 

minimizing downtime. As computers became more diffused, scientists and technologists explored ways to 

make large-scale computing power available to more users through time-sharing. They experimented with 

algorithms to optimize the infrastructure, platform, and applications to prioritize CPUs and increase 

efficiency for end users. The idea of time sharing represents the first use of shared computing resources, 

the foundation of modern cloud computing.   

In the 1970s, cloud computing began taking a more tangible shape with the introduction of the first virtual 

machines, allowing users to run more than one computing system within a single physical setup. The 

functionality of these virtual machines led to the concept of virtualization, which had a major influence on 

the progress of cloud computing. In the 1970s and 1980s, Microsoft, Apple and IBM developed technologies 

that enhanced the cloud environment and advanced the use of the cloud server and server hosting (8). In 

the 1990s, telecommunications companies, who previously offered primarily dedicated point-to-point data 

circuits, began offering virtual private network (VPN) services with comparable quality of service, but at a 

lower cost. By switching traffic as they saw fit to balance server use, they could use overall network 

bandwidth more effectively. They began to use the cloud symbol to denote the demarcation point between 

what the provider was responsible for and what users were responsible for. Cloud computing extended 

this boundary to cover all servers as well as the network infrastructure (9). Then in 1999, Salesforce became 

the first company to deliver business applications from a website (8). 

Cloud computing is the delivery of computing services like servers, storage, databases, networking, 

software, analytics, and intelligence over the Internet (the cloud) to offer faster innovation, flexible 

resources, and economies of scale. The user typically pays only for cloud services used, which helps to 

lower the operating costs, run infrastructure more efficiently, and scale as customers’ business needs 

change (10). A public cloud sells services to anyone on the internet. A private cloud is a proprietary network 

or a data center that supplies hosted services to a limited number of people, with certain access and 

permissions settings. Private or public, the goal of cloud computing is to provide easy, scalable access to 

computing resources and IT services. Cloud infrastructure involves the hardware and software 

components required for proper implementation of a cloud computing model. Cloud computing can also 

be thought of as utility computing, or on-demand computing. A cloud service has three distinct 

characteristics that differentiate it from traditional web hosting,  
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• Users can access large amounts of computing power on demand. It is typically sold by the minute 

or the hour. 

•  It is elastic -- a user can have as much or as little of a service as they want at any given time. 

• The service is fully managed by the provider (the consumer needs nothing but a personal computer 

and Internet access). Significant innovations in virtualization and distributed computing, as well 

as improved access to high-speed internet, have accelerated interest in cloud computing. 

    Different Cloud Computing deployments: 

o Private cloud: Private cloud services are delivered from a business's data center to internal users. 

With a private cloud, an organization builds and maintains its own underlying cloud 

infrastructure. This model offers the versatility and convenience of the cloud, while preserving the 

management, control, and security common to local data centers. Common private cloud 

technologies and vendors include VMware and OpenStack. 

o  Public cloud: In the Public cloud model, a third-party cloud service provider delivers the cloud 

service over the internet. Public cloud services are sold on demand, typically by the minute or hour, 

though long-term commitments are available for many services. Customers only pay for the CPU 

cycles, storage, or bandwidth they consume. Leading public cloud service providers include 

Amazon Web Services (AWS), Microsoft Azure, IBM, and Google Cloud Platform. 

o Hybrid cloud: A Hybrid cloud is a combination of public cloud services and an on-premises 

private cloud, with orchestration and automation between the two. Companies can run mission-

critical workloads or sensitive applications on the private cloud and use the public cloud to handle 

workload bursts or spikes in demand. The goal of a hybrid cloud is to create a unified, automated, 

scalable environment that takes advantage of all that a public cloud infrastructure can provide, 

while still maintaining control over mission-critical data. 

o Multi-cloud: In addition, organizations are increasingly embracing a Multi-cloud model, or the 

use of multiple IaaS (Infrastructure as a Service) providers. This enables applications to migrate 

between different cloud providers or to even operate concurrently across two or more cloud 

providers. 

Community cloud: A Community cloud, which is shared by several organizations, supports a particular 

community that shares the same concerns, (e.g., the same mission, policy, security requirements and 

compliance considerations). A community cloud is either managed by these organizations or a third-party 

vendor and can be on or off premises. 
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Figure 3: Cloud Computing 

Cloud computing benefits:  

• Cost savings: Using cloud infrastructure can cost but the organizations do not have to spend 

massive amounts of money buying and maintaining equipment. This reduces the capital 

expenditure costs of the organization as they do not have to invest in hardware, facilities, utilities 

or building large data centers to accommodate their growing businesses. Additionally, companies 

do not need large IT teams to handle cloud data center operations because they can rely on the 

expertise of their cloud providers' teams. Cloud computing also cuts costs related to downtime. 

Since downtime rarely happens in cloud computing, companies do not have to spend time and 

money to fix any issues that may be related to downtime. 

•  Mobility: Storing information in the cloud means that users can access it from anywhere with any 

device with just an internet connection and users do not have to carry around USB drives, an 

external hard-drive, or multiple CDs to access their data. Users can access corporate data via 

smartphones and other mobile devices, enabling remote employees to stay up to date with 

coworkers and customers. End users can easily process, store, retrieve and recover resources in the 

cloud.  

• Disaster recovery: Storing data in the cloud guarantees that users can always access their data even 

if their devices are inoperable. With cloud-based services, organizations can quickly recover their 

data in the event of emergencies, such as natural disasters or power outages. 

• Elasticity: Companies can freely scale up as computing needs increase and scale down again as 

demands decrease. This eliminates the need for massive investments in local infrastructure, which 

may or may not remain active. 
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• Pay-per-use: Compute resources are measured at a granular level, enabling users to pay only for 

the resources and workloads they use. 

• Migration flexibility: Organizations can move certain workloads to or from the cloud -- or to 

different cloud platforms - as desired or automatically - for better cost savings, or to use new 

services as they emerge. 

• Multi-tenancy and resource pooling: Multi-tenancy lets numerous customers share the same 

physical infrastructures or the same applications, yet still retain privacy and security over their 

own data. With resource pooling, cloud providers service numerous customers from the same 

physical resources. The resource pools of the cloud providers should be very large and flexible 

enough so they can service the requirements of multiple customers  (8). 

Cloud computing can be broken down into three cloud computing models. Infrastructure-as-a-Service 

(IaaS) refers to the fundamental building blocks of computing that can be rented physical or virtual servers, 

storage, and networking. This is attractive to companies that want to build applications from the very 

ground up and want to control nearly all the elements themselves, but it does require firms to have the 

technical skills to be able to orchestrate services at that level. Platform-as-a-Service (PaaS) is the next layer 

up -- as well as the underlying storage, networking, and virtual servers this will also include the tools and 

software that developers need to build applications on top of: that could include middleware, database 

management, operating systems, and development tools. Software-as-a-Service (SaaS) is the delivery of 

applications-as-a-service, probably the version of cloud computing that most people are used to on a day-

to-day basis. The underlying hardware and operating system are irrelevant to the end user, who will access 

the service via a web browser or app; it is often bought on a per-seat or per-user basis (11). 

Security remains a primary concern for businesses contemplating cloud adoption, especially public cloud 

adoption. Public cloud service providers share their underlying hardware infrastructure between 

numerous customers, as the public cloud is a multi-tenant environment. This environment demands 

significant isolation between logical compute resources. At the same time, access to public cloud storage 

and compute resources is guarded by account login credentials. Many organizations bound by complex 

regulatory obligations and governance standards are still hesitant to place data or workloads in the public 

cloud for fear of outages, loss, or theft. However, this resistance is fading, as logical isolation has proven 

reliable, and the addition of data encryption and various identity and access management tools have 

improved security within the public cloud (8). Cloud computing is still at a relatively early stage of 

adoption, despite its long history. It is anticipated that the usage is likely to climb as organizations get more 

comfortable with the idea of their data being somewhere other than a server in the basement. Moving to 

the cloud can help companies rethink business processes and accelerate business changes  (11). 
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FOG COMPUTING:  

In 2011, the need to extend cloud computing with fog computing emerged to cope with huge number of 

IoT devices and big data volumes for real-time low-latency applications. On November 19th, 2015, Cisco 

Systems, ARM Holdings, Dell, Intel, Microsoft, and Princeton University, founded the OpenFog 

Consortium to promote interests and development in fog computing (12). The cloud was supposed to be 

an answer but, sending the data to the cloud for analysis also poses a risk of data bottlenecks, as well as 

security concerns. Fog computing – a term originally coined by Cisco—is in many ways synonymous with 

edge computing. In contrast to the cloud, fog platforms have been described as dense computational 

architectures at the network’s edge. While edge computing or edge analytics may exclusively refer to 

performing analytics at devices that are on, or close to, the network’s edge, a fog computing architecture 

would perform analytics on anything from the network center to the edge (13). 

                                  

Figure 4: Foggy Architecture 

National Institute of Standards and Technology in March 2018 released a definition of fog computing that 

defines fog computing as a horizontal, physical, or virtual resource paradigm that resides between smart 

end-devices and traditional cloud computing or data center. This paradigm supports vertically isolated, 

latency-sensitive applications by providing ubiquitous, scalable, layered, federated, distributed 

computing, storage, energy efficient, and network connectivity. Thus, fog computing is most distinguished 

by distance from the edge. In the theoretical model of fog computing, fog computing nodes are physically 

and functionally operative between edge nodes and centralized cloud. Fog computing is more energy-

efficient than cloud computing (12). 
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There are several reasons to support this increasing technology: 

• Distributed architecture – Fog Computing is known for its efficiency and zero downtime 

and manages to deliver the core IoT requirements such as storage and computation. 

• SCALE (Security-Cognition-Agility-Latency-Efficiency) – These are the capabilities that 

place fog computing on a new level. Internet of Things requires excellent connectivity, 

something “foggy” architecture can provide. 

• Immersive distribution – Fog computing can correlate not only with the cloud but with 

other connected devices, being able to provide resources throughout the network, not just 

the edge. 

And there are few business reasons which support Fog computing: 

• Costs – Every business owner is thinking about the costs, and how to minimize but keep 

the business competitive. Fog computing is a cost-efficient solution that enables efficient 

use of the IoT. 

• Collaboration – It is a common framework for communication and collaboration, keeps 

your IoT team connected, all the time. 

Scalability – It is also known for its shared and spread nature. In simpler terms, the architecture shreds 

across devices and spreads across clouds, enabling highly functioning internal business services. 

                  

Figure 5: Fog Computing 

Security is paramount for every company, and business owners have already started to design strategies 

to create a highly secure environment. One of the most significant advantages of fog computing is Security. 

• Ensures a high-level of protection – Some of the IoT devices operate with minimal 

resources, leaving them vulnerable to sophisticated cyber-attacks. Fog Computing is built 

specifically for the cloud-of-things IoT security, it can ensure protection even for the 

smallest connected devices, such as a smart camera. 
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• Keep security credentials and software updates – Fog nodes keep security credentials and 

software up to date on many connected devices. 

• Monitor distributed systems – It can closely monitor all the distributed systems and 

devices and identify even hard-to-detect types of attacks. 

• Enable incident response without interruption – Probably one of the most important 

advantages is that fog computing can detect and solve certain types of attacks without 

disrupting your business services (14). 

Cloud computing frees the enterprise and the end user from the specification of many details. This bliss 

becomes a problem for latency-sensitive applications, which require nodes in the vicinity to meet their 

delay requirements. Rather than cannibalizing Cloud Computing, Fog Computing enables a new breed of 

applications and services, and that there is a fruitful interplay between the Cloud and the Fog, particularly 

when it comes to data management and analytics. Fog Computing is a highly virtualized platform that 

provides compute, storage, and networking services between end devices and traditional Cloud 

Computing Data Centers, typically, but not exclusively located at the edge of network. Important Fog 

applications involve real-time interactions rather than batch processing. Fog nodes come in different form 

factors and will be deployed in a wide variety of environments. Seamless support of certain services 

(streaming is a good example) requires the cooperation of different providers. Hence, Fog components 

must be able to interoperate, and services must be federated across domains  (15). 

Data gathered from the devices are saved in each service separately in different format. Also, interfaces to 

access the resources of each service are different from each other. To populate IoT service, the 

interoperability between IoT services is essential. Without service-level or application-level 

interoperability, each service will become just another remote controller on user’s smartphone and cannot 

provide fully connected user experience. Basically, Fog computing is an architecture to improve 

communication between IoT devices and IoT service and was introduced to cope with increased data flow 

for cloud computing. It is popular in IoT service domains which requires real-time processing in the event 

response such as in healthcare (16).  

EDGE COMPUTING: 

With the proliferation of Internet of Things (IoT) and the burgeoning of 4G/5G network, the dawning era 

of the IoE (Internet of Everything) is observed. Huge volumes of data generated by things are immersed in 

our daily life, and hundreds of applications will be deployed at the edge to consume these data. The issues 

in the centralized big data processing era have helped launch a new computing paradigm, Edge 

Computing, which calls for processing the data at the edge of the network. Leveraging the power of cloud 

computing, edge computing has the potential to address the limitation of Cloud computing (17). 
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Edge computing is a method for optimizing cloud computing systems by performing data processing at 

the edge of the network, near the data source. Here the ‘edge’ is defined as any end device which helps in 

computing and acts as network resources along the path between data sources and cloud (18). The aim of 

Edge Computing is to move the computation away from data centers towards the edge of the network, 

exploiting smart objects, mobile phones or network gateways to perform tasks and provide services on 

behalf of the cloud. By moving services to the edge, it is possible to provide content caching, service 

delivery, storage and IoT management resulting in better response times and transfer rates. At the same 

time, distributing the logic in different network nodes introduces new issues and challenges. 

Edge computing brings analytical computational resources close to the end users and therefore helps to 

speed up the communication speed. A well-designed edge platform would significantly outperform a 

traditional cloud-based system. Edge application services reduce the volumes of data that must be moved, 

the consequent traffic, and the distance that data must travel. That provides lower latency and reduces 

transmission costs. While cloud computing operates on big data, edge computing operates on "instant data" 

that is real-time data generated by sensors. Computation offloading for real-time applications, such as facial 

recognition algorithms, showed considerable improvements in response times (19). In addition, companies 

can save money by having the processing done locally, reducing the amount of data that needs to be 

processed in a centralized or cloud-based location. Edge computing was developed due to the exponential 

growth of IoT devices, which connect to the internet for either receiving information from the cloud or 

delivering data back to the cloud. And many IoT devices generate enormous amounts of data during their 

operations. 

For many companies, the cost savings alone can be a driver towards deploying an edge-computing 

architecture. Companies that embraced the cloud for many of their applications may have discovered that 

the costs in bandwidth were higher than they expected. Increasingly, though, the biggest benefit of edge 

computing is the ability to process and store data faster, enabling for more efficient real-time applications 

that are critical to companies. Before edge computing, a smartphone scanning a person’s face for facial 

recognition would need to run the facial recognition algorithm through a cloud-based service, which would 

take a lot of time to process. With an edge computing model, the algorithm could run locally on an edge 

server or gateway, or even on the smartphone itself, given the increasing power of smartphones. 

Applications such as virtual and augmented reality, self-driving cars, smart cities, and even building-

automation systems require fast processing and response. With enhanced interconnectivity enabling 

improved edge access to more core applications, and with new IoT and industry-specific business use cases, 

edge infrastructure is poised to be one of the main growth engines in the server and storage market for the 

next decade and beyond  (20). 
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Edge solutions are usually multi-layered distributed architectures encompassing and balancing the 

workload between the Edge layer, the Edge cloud or Edge network, and the Enterprise layer. Furthermore, 

when the Edge computing is discussed, there are the Edge devices and the local Edge servers. Edge is IoT 

at enormous scale because with the huge increase in devices and the data being generated by these devices, 

there will be bottlenecks and latency issues with current architectures. Edge computing addresses these 

challenges, as stated earlier in this report, by moving the processing to the edge of the network. 

o Edge devices: The Edge and IoT devices are equipped to run analytics, apply AI rules, and 

even store some data locally to support operations at the Edge. The devices could handle 

analysis and real-time inferencing without involvement of the Edge server or enterprise 

layer. This is possible because devices can use any Software-as-a-Service (SaaS). Driven by 

economic considerations and form factors, an Edge device typically has limited compute 

resources. 

o Edge servers: Edge servers are used to deploy apps to the devices. They are in constant 

communication with the devices by using agents installed on each of the devices. These 

Edge servers maintain a pulse on the plethora of devices, and if something more than 

inferencing is needed, data from the devices is sent to the Edge server for further analysis. 

These are general-purpose racked computers located in remote operations facility, like a 

factory, retail store, hotel, distribution center, or bank. 

o Edge Cloud: New networking technologies have resulted in the Edge Cloud (or micro data 

center), which can be viewed as a local cloud for devices to communicate with. 

Telecommunication companies might call it the Edge network. It reduces the distance that 

data from the devices must travel and thus decreases latency and addresses bandwidth 

issues, especially with the advent of 5G. This region also offers more analytical capabilities 

and additional storage for analytical and data models. 

o Enterprise hybrid multicloud: This region offers the classic enterprise-level model storage 

and management, device management, and especially enterprise-level analytics and 

dashboards. This can be hosted in the Cloud or in an on-premises data center (21). 
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Figure 6: Architecture of Edge Computing 

The more intelligent an edge device, the more intensive its configuration, deployment, and maintenance 

requirements. Organizations will need to decide on a case-by-case basis if distributed computing benefits 

justify the increased overhead at the network’s periphery. Security is also a major concern associated with 

edge computing. Not only should data be encrypted, but different encryption mechanism should be 

adopted, since data may transit between different distributed nodes connected through the internet before 

eventually reaching the cloud. Edge nodes may also be resource constrained devices, limiting the choice in 

terms of security methods. Some IT professionals worry that a decentralized computing architecture will 

make a network more vulnerable to attack by creating excess backdoor entry points. However, other people 

argue that placing an edge-computing gateway between network endpoints and the internet can actually 

improve security. Because more data will be processed and stored locally, travel to and from the cloud will 

be reduced (22). 

Edge computing must take into account the heterogeneity of the devices, having different performance and 

energy constraints, the highly dynamic condition, and the reliability of the connections, compared to more 

robust infrastructure of cloud data centers. Moreover, security requirements may introduce further latency 

in the communication between nodes, which may slow down the scaling process. Management of failovers 

is crucial in order to maintain a service alive. If a single node goes down and is unreachable, users should 

still be able to access a service without interruptions. Moreover, edge computing systems must provide 

actions to recover from a failure and alerting the user about the incident. To this aim, each device must 

maintain the network topology of the entire distributed system, so that detection of errors and recovery 

become easily applicable (19). 

Carriers around the world are deploying 5G wireless technologies, which promise the benefits of high 

bandwidth and low latency for applications, enabling companies to go from a smaller data bandwidth to 
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larger. Instead of just offering the faster speeds and telling companies to continue processing data in the 

cloud, many carriers are working edge-computing strategies into their 5G deployments in order to offer 

faster real-time processing, especially for mobile devices, connected cars and self-driving cars (20). Edge 

computing is more suitable to be integrated with IoT to provide efficient and secure services for a large 

number of end-users, and edge computing-based architecture can be considered for the future IoT 

infrastructure. It’s clear that while the initial goal for edge computing was to reduce bandwidth costs for 

IoT devices over long distances, the growth of real-time applications that require local processing and 

storage capabilities will drive the technology forward over the coming years (23). 

   Mist Computing 

Mist computing is the extreme edge of a network, typically consisting of micro-controllers and sensors. 

Mist computing uses microcomputers and microcontrollers to feed into fog computing nodes and 

potentially onward towards the centralized (cloud) computing services. As fascinating as Fog computing 

sounds, some applications require ultra-low latency which has made people look for other options for 

computing power, and this computing model is known as Mist computing (24). Fog computing was 

introduced because it is clear that the billions of IoT devices being deployed over time cannot operate by 

merely having connectivity to servers, instead the computation is pushed closer to the edge of the network 

(gateways). The computation distribution is further distributed among the network nodes, based on their 

capabilities and roles with respect to the application. The microcontrollers at the edge in the majority of 

today’s nodes have significant computational power and most of that is needed to implement their basic 

IoT functions. It would be better for the entire ecosystem if all the microcontrollers could provide more 

functionality for the network nodes. 

Mist computing paradigm has decreased the latency and increased the autonomy of a solution (25). Cloud, 

Fog and Mist computing are complementary to each other w.r.t. the application tasks, which are more 

computationally intensive can be executed in the gateway of the fog layer while the less computationally 

intensive tasks can be executed in the edge devices. The processing and the collecting of data are still stored 

in the cloud data center for the availability to the user. The important application of mist computing is a 

collection of different services which has been distributed among the computing nodes. Both, fog 

computing and mist computing are coined by Cisco and located between the fog and the edge node, extend 

the classical client-server architecture to a more peer-to-peer based approach, similar or equal to edge (26) 
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Figure 7: Mist Computation 

In Mist computing the routing protocol supports direct device-to-device connectivity as sub-optimal 

routing paths will increase the total bandwidth requirements of the network (25). The core issue of these 

problems lies in the centralized nature of a cloud computing architecture. After all, only the central nodes 

of the network have the capability to store and process data. To combat this problem, network designers 

are proposing Mist computing architectures where the computing power is distributed more evenly 

around the network. These architectures push the processing capability out to the edge of the network, 

closer to the source of the data. Mist computing takes place on the ground, where it is the light computing 

power located at the very edge of the network, at the level of the sensor and actuator devices. Cloud, Fog 

and Mist computations are meant to work together and not against one another as each has its own 

advantages and disadvantages which can be used to design a strong computational architecture with 

minimal weakness.  

Mist computing is all about putting computing power on the very edge of the network, on the actual 

sensors of the device. This computing power usually comes in the form of microchips or micro-controllers 

embedded on the device. For that reason, the processing capability is much more limited as these sensors 

usually also have to record data from environment and transfer the information recorded to a data storage 

in the network. Data transfer uses much more battery power than an equivalent computing process. So, by 

having computing power on the sensor, the data can be processed, preconditioned, and optimized first 

before being stored. The resulting data will be much smaller, consuming less power in the transfer (27). 

Mist computing is a great fit for low power situations where extending battery life is a core concern.  

Mist computing allows for the following features:  

• Local analytics and decision-making data.  

• Highly robust data and applications.  
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• Data access control mechanisms to enforce privacy consent at a local level (25). 

Although there is not much of a downside to using mist computing, it is much more complex. Not only are 

the systems used for mist computing usually application specific, but sensors are often heterogeneous, 

making implementing a solution more complicated. In addition, the processing power available in the mist 

computing architecture is often limited, which adds even more constraints to any possible solution. 

One final aspect of mist computing is security. Using fog or mist computing enhances data security on the 

system. In these computing architectures, data is processed locally first before being sent to the remote 

server. This means any sensitive data can be removed or encrypted first, reducing the amount of security 

threat the system has to deal with (27). 

INDUSTRIAL INTERNET OF THINGS (IIOT) 

The history of the IIoT begins with the invention of the programmable logic controller (PLC) by Dick 

Morley in 1968 (28). His creation, the Modicon, contributed greatly to General Motors’ automatic 

transmission manufacturing capabilities and significantly influenced the future of the automation industry. 

With hopes of creating an “apparatus for generating and transmitting digital information,” American 

inventor and businessman Theodore G. Paraskevakos was working on the world’s first machine to machine 

(M2M) devices. Morley’s PLC and Paraskevakos’s M2M were the first steps taken on the long road to 

today’s IIoT. In the 1980‘s the standardization of Ethernet connectivity laid the groundwork to physically 

connect machines from different manufacturers and with the introduction of Ethernet people began to 

explore the concept of a network of smart devices. When these industrial solution vendors first convened, 

their human machine interface (HMI) and supervisory control and data acquisition (SCADA) solutions 

were developed with proprietary communication protocols or driver libraries.  With a ubiquitous OS and 

Ethernet backbone in place, more and more industrial devices became connected. Perhaps the most 

significant IIoT milestone of the early 2000s was the advent and widespread adoption of cloud technologies  

(29). 

IIoT refers to the interrelated, automated use of machines, devices and sensors that run industrial 

applications. With a strong focus on big data and machine learning, the IIoT enables industries and 

enterprises to increase efficiency and reliability in their operations, with reduced reliance on human-to-

machine interactions. It also enables new business models or revenue sources from useful data that is 

collected and shared (30). The IIoT is an evolution of a distributed control system (DCS) that allows for a 

higher degree of automation by using cloud computing to refine and optimize the process controls. IIoT 

systems are often conceived as a layered modular architecture of digital technology. The device layer refers 

to the physical components contains CPS, sensors, or machines. The network layer consists of physical 

network buses, cloud computing and communication protocols that aggregate and transport the data to 

the service layer, which consists of applications that manipulate and combine data into information that 
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can be displayed on the driver dashboard. The top-most stratum of the stack is the content layer or the user 

interface  (28).  

In the mid-2000s, as the consumer world acquired smartphones, the industrial world was getting smaller 

and more intelligent PLCs and Distributed Control Systems (DCSs). Hybrid controllers and Programmable 

Automation Controllers (PACs) emerged, and legacy hardware evolved as battery and solar power became 

more reliable and economical. Manufacturers could power sensors across a distributed architecture, like 

an oil pipeline, to empower intelligence and connectivity at the farthest reaches of an organization. The 

combination of widespread power sources and connectivity with smart devices began to add meaningful 

context to industrial data (29). 

In summers 2015 Industrial Internet Consortium (IIC) released the Industrial Internet Reference 

Architecture (IIRA). The IIC is the largest of the Internet of Things (IoT) consortia with over 170 members 

(iiconsortium.org) targeted for Industrial Internet. The Industrial Internet Reference Architecture is the 

product of hundreds of hours of work by the members of the Industrial Internet Consortium Technology 

Working Group. The first public release of the IIRA is a formal overview of the systems architecture from 

a high-level perspective: It covers everything from business goals to system inter-operability. The reference 

architecture explicitly identifies four separate but interrelated sets of concerns and points of view: The 

business viewpoint, the usage viewpoint, the functional viewpoint, and the implementation viewpoint (31). 

For the past few years, systems developers have focused on interconnecting sensors, edge nodes and 

analytics to build smart systems, transforming operations into significant productivity environments (30). 

While the term 'fourth industrial revolution' has been tossed around for a few years, there are various 

definitions. Coming on the heels of the third industrial revolution, which is also called the digital 

revolution, the fourth industrial revolution adds new ways for technology and connected devices to be 

used in business and society. Some of the emerging fields in the fourth industrial revolution include IoT, 

robotics, machine learning, artificial intelligence (AI), nanotechnology, quantum computing and 

biotechnology (32). Industrie 4.0 (also known as Industry 4.0) was initiated by the German government as 

part of its “High-Tech Strategy 2020” in 2010. Industrie 4.0 is all about connected value chains: Industrial 

industries can connect and automatically integrate things and processes to form cyber physical systems. 

The ultimate goal of Industrie 4.0 is to increase the value in manufacturing environments and reduce waste 

through the use of new technologies (30). 
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Figure 8: Industrial Internet of Things 

Managing IIoT dataflow is critical to ensuring IIoT applications work as designed. A proven architecture 

put forward by the Industrial Internet Consortium is the databus. In contrast with a database, which 

manages historical data at rest, the databus manages data in motion. A databus is a data-centric software 

framework that distributes and manages real-time data in the IIoT, enabling applications and devices to 

work together as one integrated system. The databus simplifies application and integration logic. Instead 

of exchanging messages, software components communicate via shared and filtered data objects. 

Applications directly read and write the value of these data objects, which are cached locally. IIoT 

streamlines and automates, leading to productivity gains, more efficient operations, cost savings and 

revenue-generation opportunities. Higher levels of automation and improved product quality, combined 

with more efficient operations through predictive maintenance, are just some of the ways that IIoT can 

streamline operations. 

Cyberattacks can inflict damage to the systems causing huge financial losses at best and serious injuries or 

even death at worst. IIoT security is something that must be designed from the ground up, not as an 

additional protective layer after the system has been built. There are several excellent resources on security, 

yet it still remains the top concern of IIoT systems. Interoperability is another challenge as connected IIoT 

system rely on rapid, immediate, and complete accurate data exchange, across systems and across 

geographic areas. From the sensor to the machine to the enterprise system, data needs to be collected, 

analyzed, stored, retrieved, and acted upon, seamlessly. Lack of interoperability and lack of standards 

between IIoT sensors, devices, and applications hinder the communications of IIoT systems  (30). Existing 

cybersecurity measures are vastly inferior for internet-connected devices compared to their traditional 
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computer counterparts, which can allow for them to be hijacked for DDoS-based attacks by botnets like 

Mirai. Another possibility is the infection of internet-connected industrial controllers, like in the case of 

Stuxnet, without the need for physical access to the system to spread the worm. Additionally, IIoT-enabled 

devices can allow for more “traditional” forms of cybercrime, as in the case of the 2013 Target data breach, 

where information was stolen after hackers gained access to Target's networks via credentials stolen from 

a third party HVAC vendor (28). 

Industrial IoT capabilities require widespread digitization of manufacturing operations. Organizations 

must include four primary pillars to be considered a fully IIoT-enabled operation: 

o Smart machines equipped with sensors and software that can track and log data. 

o Robust cloud computer systems that can store and process the data. 

o Advanced data analytics systems that make sense of and leverage data collected from systems, 

informing manufacturing improvements and operations. 

o Valued employees, who put these insights to work and ensure proper manufacturing function. 

Some of the benefits of Industrial Internet of Things (IIoT) 

• Increase efficiency: The biggest benefit of IIoT is that it gives manufacturers the ability to 

automate, and therefore optimize their operating efficiency. 

• Reduce Errors: Industrial IoT empowers manufacturers to digitize nearly every part of their 

business. By reducing manual process and entries, manufacturers are able to reduce the biggest 

risk associated with manual labor – human error. 

• Predictive Maintenance: When maintenance in the manufacturing world is reactive rather than 

proactive, manufacturers are stuck trying to identify what the issue is, how it can be repaired, and 

what it will cost. With predictive maintenance powered by industrial IoT solutions, all of those 

issues are alleviated. 

• Improve Safety: All of the data and sensors required of a fully functioning IIoT manufacturing 

operation are also helping to bolster workplace safety. “Smart manufacturing” is turning into 

“smart security” when all of the IIoT sensors work together to monitor workplace and employee 

safety. 

• Reduce Costs: Data-driven insights into operations, production, marketing, sales, and more can 

steer businesses in a profitable direction (33). 

Robust industrial connectivity, advanced analytics, condition-based monitoring, predictive maintenance, 

machine learning, and augmented reality—these are the future of IIoT concepts, backed by viable 

technology that is available today. Technology leaders—including GE, IBM, PTC, and many more—are 

thinking on the future of the IIoT in a big way. Over the last years, major investments in innovation and 

acquisitions have further refined these emerging IIoT platforms. While it is difficult to predict exactly how 
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the IIoT will evolve, it is clear that it is reaching a tipping point in this new industrial revolution. As more 

devices become connected and more data is created to feed into increasingly powerful analytics and 

artificial intelligence programs, there is seemingly no limit to the advances that can be made around the 

IIoT (29). 

CHALLENGES OF INTERNET OF THINGS 

The Internet of Things is a universe of connected things providing key physical data and further processing 

of that data in the cloud to deliver business insights presents a huge opportunity for many players in all 

businesses and industries. Many companies are organizing themselves to focus on IoT and the connectivity 

of their future products and services (34). While IoT devices bring effective communication between 

devices, automate things, saves time and cost, and have numerous benefits, there are few challenges in 

implementation of IoT that still concerning the manufacturers, enterprises, and users. Several smart TVs 

and cash machines have been hacked, which is negatively impacting the trust. 

• Outdated hardware and software: 

 The increased popularity and usage of IoT has put the manufacturers to focusing on designing and 

marketing new ones for race in the market that not enough attention is being given to securing the current 

ones and the legacy devices which are already in use. A majority of these devices do not get enough 

updates, whereas some of them never get a single one. This implies that the products are secure at the time 

of purchase but becomes vulnerable to attacks when the hackers find some bugs or security issues. When 

these issues are  not fixed by releasing regular updates for hardware and software, the devices remain 

vulnerable to attacks. For every little thing connected to the Internet, the regular updates are a must-have. 

Not having updates can lead to data breach of not only customers but also of the companies that 

manufacture them. 

• Use of weak and default credentials: 

Many IoT companies are marketing devices with default credentials to access them — like an admin 

username. Hackers need just the username and password to attack the device. When they know the 

username, they carry out brute-force attacks to infect the devices. 

The Mirai botnet attack is an example that was carried out because the devices required default credentials 

to access it. The IoT customers are not given instructions from the manufacturers to change the default 

credentials. Not making an update in the instruction guides leaves all of the devices open to attack  (35). 

The Mirai botnet, used in some of the largest and most disruptive DDoS attacks is perhaps one of the best 

examples of the issues that come with shipping devices with default passwords and not telling consumers 

to change them as soon as they receive them. Weak credentials and login details leave nearly all IoT devices 

in the network vulnerable to password hacking and brute forcing in particular (36). As, the attacked device 

acts as the gateway to the network which leads to hack all the device in the network. 
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• Malware and ransomware: 

The rapid rise in the development of IoT products has made cyberattack permutations unpredictable. 

Cybercriminals have become advanced today — and they lock out the consumers from using their own 

device (35). While the traditional ransomware relies on encryption to completely lock out users out of 

different devices and platforms, there is an ongoing hybridization of both malware and ransomware strains 

that aims to merge the different types of attack. The ransomware attacks could potentially focus on limiting 

and/or disabling device functionality and stealing user data at the same time (36). Even top companies like 

Apple, known for big security claims, and visionaries like Elon Musk have not been spared by hackers. 

Recent cases of  ransomware attacks have also challenged the confidence of corporate  (37). 

• Predicting and preventing attacks:  

Cybercriminals are proactively finding out new techniques for security threats. In such a scenario, there is 

a need for not only finding the vulnerabilities and fixing them as they occur but also learning to predict 

and prevent new threats. The challenge of security seems to be a long-term challenge for the security of 

connected devices. Modern cloud services make use of threat intelligence for predicting security issues. 

Other such techniques include AI-powered monitoring and analytics tools.  

• Difficult to find if a device is affected: 

Although it is not really possible to guarantee 100% security from security threats and breaches, the thing 

with IoT devices is that most of the users do not get to know if their device is hacked. When there is a large 

scale of IoT devices, it becomes difficult to monitor all of them even for the service providers. It is because 

an IoT device needs apps, services, and protocols for communication. Since the number of devices is 

increasing significantly, the number of things to be managed is increasing even more. Hence, many devices 

keep on operating without the users knowing that they have been hacked (35). As important as large-scale 

attacks can be, the IoT industry should be fearing in 2018 are the small-scale attacks that evade out 

detection. It can be guaranteed that there will be more and more micro-breaches slipping through the 

security net in the next couple of years. Instead of using the big guns, hackers will most likely be using 

subtle attack small enough to let the information leak out instead of just grabbing millions and millions of 

records at once (36). 

• Data protection and security challenges: 

In this interconnected world, the protection of data has become really difficult because it gets transferred 

between multiple devices within a few seconds. One moment, it is stored in mobile, the next minute it is 

on the web, and then the cloud. All this data is transferred or transmitted over the internet, which can lead 

to data leak. Not all the devices through which data is being transmitted or received are secure. Once the 

data gets leaked, hackers can sell it to other companies that violate the rights for data privacy and security 

(35). IoT has already turned into a serious security concern that has drawn the attention of prominent tech 
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firms and government agencies across the world. The hacking of baby monitors, smart fridges, thermostats, 

drug infusion pumps, cameras and even the radio in your car are signifying a security nightmare being 

caused  by the future of IoT. So many new nodes being added to networks and the internet will provide 

malicious actors with innumerable attack vectors and possibilities to carry out their evil deeds, especially 

since a  considerable number of them suffer from security holes (34). There has been no research in security 

vulnerabilities and its improvements. It should ensure Confidentiality, Integrity and Availability of 

personal data of patient (38). Many people are not aware of IoT, but they understand the dependence on 

Smart Apps like news apps, stocks applications, entertainment applications. It is not actually important for 

the consumers to know how things work technically, but lack of basic awareness can create a fear of security 

and cost, which could lead to the slow adoption of technology (37) 

• Connectivity and data management: 

From data collection and networking point-of-view, the amount of data generated from connected devices 

will be too high to handle. It will undoubtedly need the use of AI tools and automation. IoT admins and 

network experts will have to set new rules so that traffic patterns can be detected easily. However, use of 

such tools will be a little risky because even a slightest of mistakes while configuring can cause an outage 

 (35). Connecting so many devices will be one of the biggest challenges of the future of IoT, and it will defy 

the very structure of current communication models and the underlying technologies. At present we rely 

on the centralized, server/client paradigm to authenticate, authorize and connect different nodes in a 

network.This model is sufficient for current IoT ecosystems, where tens, hundreds or even thousands of 

devices are involved. But when networks grow to join billions and hundreds of billions of devices, 

centralized systems will turn into a bottleneck. Such systems will require huge investments and spending 

in maintaining cloud servers that can handle such large amounts of information exchange, and entire 

systems can go down if the server becomes unavailable. 

The future of IoT will very much have to depend on decentralizing IoT networks. Part of it can become 

possible by moving some of the tasks to the edge, such as using fog computing models where smart devices 

such as IoT hubs take charge of mission-critical operations and cloud servers take on data gathering and 

analytical responsibilities. Other solutions involve the use of peer-to-peer communications, where devices 

identify and authenticate each other directly and exchange information without the involvement of a 

broker. Networks will be created in meshes with no single point of failure. This model will have its own 

set of challenges, especially from a security perspective, but these challenges can be met with some of the 

emerging IoT technologies such as Blockchain (34). This is critical for large enterprises in healthcare, 

financial services, power, and transportation industries (35). 
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With the launch of Big Data frameworks such as Hadoop and Cassandra, the problem and complexity of 

handling unstructured data has somewhat reduced, but the Big Data in itself is so massive that combining 

it with IoT possess a great challenge. Besides, there are no standard guidelines for retention and use of data 

as well as metadata (37). Structured data are stored in relational databases and queried through SQL for 

example. Unstructured data are stored in different types of NoSQL databases without a standard querying 

approach. Companies that are keen on leveraging big-data tools often face a shortage of talent to  plan, 

execute, and maintain systems. Artificial intelligence models can be improved with large data sets that are 

more readily available than ever before, thanks to the lower storage  (34).  

• Home security: 

Today, more and more homes and offices are getting smart with IoT connectivity. The big builders and 

developers are powering the apartments and the entire building with IoT devices. While home automation 

is a good thing, but not everyone is aware of the best practices that should be taken care of for IoT security. 

Perhaps one of the scariest threats that IoT can possess is of the home invasion. Even if the IP addresses get 

exposed, this can lead to exposure of residential address and other contact details of the consumer. 

Attackers or interested parties can use this information for evil purposes. This leaves smart homes at 

potential risk. 

• Security of autonomous vehicles: 

Just like homes, the self-driving vehicles or the ones that make use of IoT services, are also at risk. Smart 

vehicles can be hijacked by skilled hackers from remote locations. Once they get access, they can  control 

the car, which can be very risky for passengers. Undoubtedly, IoT is a technology that should be  called a 

boon. But since it connects all the things to the Internet, the things become vulnerable to some sort of 

security threats. Big companies and cybersecurity researchers are giving their best to make things perfect 

for the consumers, but there is still a lot to be done (35). Smart cars are on the verge of becoming reality 

with  the help of connected IoT devices. However, due its IoT association, it also possesses a greater risk 

of a car  hijack. A skilled hacker might hijack by getting the access of your smart car through the remote 

access. This will be scary situation as anyone can have control over your car and it can leave you vulnerable 

to lethal crimes (36). 
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ABSTRACT: In the present world, mobile computing devices are popular and are identified in each aspect 

of life. This combination of computing and the present world is not restricted to everyday life. The medical 

field was similarly concerned, where care is given in a wide scope of areas and conditions. Therefore, two 

aspects are considered to the combination of computing and the healthcare frameworks, called m-health 

and e-health. E-health could be described as any electronic sharing of healthcare-associated data over 

organizations. However, the more specific part of e-health called mobile health, or m-health was health 

care simpler by the combination of mobile and desktop health care with mobile wireless technology. M-

health has emerged global utilization with its high range and minimal cost arrangements. The medical 

domain is continually being immersed with new kinds of innovations, including context-aware systems 

and applications. This paper was proposed to review the context-aware system, context-aware models, and 

context-aware system in health care applications. 
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I. INTRODUCTION 

With the quick advancement of mobile communication innovation and UI innovation, numerous mobile 

internet devices, for example, PDA, laptop, notebook, smartphone, and so on, have been exceedingly 

considered by current society. Ubiquitous computing is turning into a reality that highlights the integration 

between the data space and the physical space. With its assistance, individuals could receive and process 

data whenever and anyplace through a device that can link any internet. Therefore, it can lessen the 

difficulty of utilizing the device and make individuals' lives simpler and progressively effective. The 

environment of users in ubiquitous computing, for example, the location, or terminal equipment, and so 

on, is continually changing, which is called context. As part of the central zones of ubiquitous computing, 

context-aware computing has become increasingly very well known among people [1]. 

Numerous authors have described context according to their comprehension with an exertion to review a 

great basic idea of the context [2]. Schilit and Theimer utilized the label context-aware in 1994 and depicted 

as location, similarities, objects, and close by individuals. In 1996 Brown described context as the 

components which encompass the user, which the system could detect. A regularly referred to and very 

conventional meaning of context was that by Dey and Abowd: Context is any data that could be utilized to 

describe the circumstance of the entity. An entity is an individual, object, or place which is viewed as 

important to the collaboration among the user and the applications, comprising the client and application 

themselves" [3]. The context was valuable, and individuals have functioned on it, concentrating on the area 

for the most part, even though the circumstance of an entity may comprise of location, time, activity, and 

the encompassing conditions that may influence the action of the entity. 

The label context has been sorted into two classes (logical and physical) [4]. The physical context could be 

decided through a hardware sensor, and logical context was either provided through the user's feedback 

or by observing their communications with the services accessible, for instance, by monitoring or reviewing 

the user's profile, working schedules, activities, composing movement, and so on. Most research around 

there utilizes physical sensors for movement, sound, touch, temperature, light, and of course, location. The 

logical sensor, though, gives associated data by reading user's data from public website pages and different 

archives and reviews user's information (interaction) and dependent on those interaction target publicizing 

[2]. 

II. CONTEXT AND CONTEXT AWARE SYSTEMS 

a. Context Properties 

A presented context was made of various elements, out of which we can simply distinguish:  
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• Location: Position, direction, speed, and so forth.  

• User Identity: Profile, inclinations, biometrics, social data, and so forth.  

• Time: Present date and time or future occasions, duration, and so forth.  

• Activity: Walking, resting, sitting, and so forth. 

• Current Task: Work or social gathering, wellness, studying, and so forth.  

• Environment: Temperature, humidity, light, and noise levels. 

• Hardware: Present device data, network, and encompassing devices [5]. 

Context-awareness refers that one can utilize context data. A system was context-aware if that it could 

extricate, decrypt, and use context data and modify their performance to the present context of usage. The 

name context-aware computing was generally perceived through those performing in context-aware, 

where it was considered that context was a source in its attempt to distribute and directly combine 

computer advancement into our lives [6]. 

                                        

Figure.1. Context-Aware Architecture Types 

Stand-alone Architecture, which is an essential architecture that specifically gets to the sensor, does not 

consider device context sharing. This architecture could generally be effortlessly actualized however have 

confinements because of how it could not operate device coordinated effort. This architecture is suitable 

for less, basic, or domain explicit applications. 

Distributed Architecture Context-aware frameworks, which have distributed architecture, could store 

context data in a lot of isolated devices, and there is no other central server. Every device is free of different 

devices. Therefore, the CAS could overlook some less vital devices that have blockage issues and still 

proceed through tasks of context-aware. Every device deals with their context data and offers context data 

with different devices by communicating through different devices. Thus, ad-hoc communication 

conventions are required. In any case, it is difficult for devices to know the general circumstance of each 
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device while utilizing ad-hoc communication conventions. Normally, cell phones need computation 

control and resources; also, a distributed architecture is among confinements in managing computationally 

serious applications. 

Centralized Architecture (Context Server) devices and sensors are associated with a centralized context 

server that has rich resources and computational control, and context data can be saved in both a central 

server and user devices. If a device must get context data of other devices, the device demands the focal 

server and gets the outcome. In this architecture, each transmission is executed by requesting the context 

server so that the transmission protocol could be moderately basic than distributed design. By utilizing a 

computationally incredible device as a central server, numerous applications which require great resources 

and cost could be handled. Notwithstanding, there is an inconvenience of this methodology that it tends 

to be critical if the central server fails or congestion happens[7]. 

Context-aware systems (CAS) can modify their activities dependent on the present context. This likewise 

expands adequacy by considering the environmental context. CAS observes the condition constantly and 

proposes reasonable recommendations to users in which they could make important actions, i.e., 

distributing the user's place to suitable individuals from the social network, and enabling dealers to 

distribute exceptional offers to essential clients who are close to the traders.CAS utilized an assortment of 

contexts like location, condition, and device. The user's present place to a device was treated as a context. 

An environmental context comprises the circumstances of an environment. The system modeling device 

context incorporates changing display intensity dependent on the available battery power. User contexts 

incorporate their physical activity, the method of transport and activity logs of a user, utilization types for 

transport and procurement references, and so on [8]. 

In CAS, the context could be raw information and important data utilized to extract choices. Information 

could emerge from different sources. For characterizing context, the information should be preprocessed. 

At the point when the information is different, it must be standardized and aggregated[2]. 

III. CONTEXT-AWARENESS MODELS 

CAS could be utilized in several conditions. The typical method considers various special prerequisites and 

circumstances, for example, the sensors location (local or far away), number of potential users, accessible 

resources (for example, top quality PCs or cell phones), and expandability of the system. Applications of 

context-aware are commonly dependent on Context-Aware models. Strang and LinnhoffPopien described 

the most applicable context-modeling schemes dependent on data structure utilized for presenting and 

sharing contextual data in their system(Komal T and Amit B, 2015). The context modeling schemes are, 

Key-value model: It represents the basic data structures for context modeling. They are constantly utilized 

in different service systems, where key-value sets were utilized to represent the abilities of service. Service 

discovery is then implemented with suitable algorithms that utilize these key-value sets. 
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User context perception models: It is made to enable the developer to comprehend the difficulties faced in 

making CAS. For instance, a car GPS performs well indeed if one is in a new location; but once utilizing it 

somewhere a popular place, one could eventually be surprized at the route it attempts for guiding one as 

well. 

Mark-up model: This utilizes hierarchical data structures, including mark-up labels, properties, and 

contents, to make a profile that represents the common mark-up model. 

Graphical model: Many techniques have been presented where contextual perspectives were modeled 

utilizing Unified Modeling Language. 

Object-oriented model: Modeling context utilizing this method provides the total power of object 

orientations (for example, reusability, encapsulation, and succession). Present techniques utilize different 

items to describe various context data, (for example, location, temperature, and so on.) and encapsulate 

information of context process and presentation. Access to the context and context-processing logic was 

given through well-characterized associations such as the hydrogen model. 

Logic-based model: This model has a high level of convention, and common facts, conditions, and 

standards are utilized to describe the context model. The logic-based framework was utilized to deal with 

the previously mentioned conditions and permits inclusion, upgrading, or removing new factual data. The 

inference (additionally named reasoning) process was utilized to determine new factual data dependent 

on existing standards in the system. Contextual data was hence depicting a proper manner as factual data. 

Ontology-based model: It describes the representation of ideas and their relations. This model is successful 

for modeling contextual data because of its high and proper expressiveness and eventualities for 

implementing ontology reasoning methods [4]. 

IV. DISCUSSION 

a. Context-Aware in Healthcare 

The combination of computer science and the medical domain is a progressive innovation, with present 

research aiming at the use of computing to support in training among the medical sector. The smart clinical 

devices market was predicted to reach $25 billion profit by the year 2025, while smart connected wearable 

gadgets intended to be extensively utilized to accomplish enhanced health, quality of life, and protection 

of citizens. Moreover, to their capability to aid real-time constant observance of patient's vital signs, such 

devices also make context-aware mobility significant to enhance the overall condition of medical care [10]. 

CAS is a system that can adjust their activities to context changes without unequivocal user intercession. 

The CAS platform should unequivocally present by its component's functionalities, context data, and the 

control activity and provides services to clients utilizing context data where pertinence relies upon the 

client's operation. In this way, a context-aware domain could be intended middleware support that permits 

the exchange of environmental data out of the minimum infrastructure range to a more significant range 

for definition and decision. This multi-layered design was common for the Cloud computing sequence that 
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permits setting the middleware layer as a major aspect of a Sensor-Cloud interface in the layer of PaaS 

(Platform as a Service) [11]. 

From the most recent decade, the CAS targets web applications and desktop computing to the Internet of 

Things (IoT). Because of advanced sensor innovation, sensors are getting stronger, less expensive, and 

minimum in size. In this present world, we have many sensors, and eventually, this sensor creates a lot of 

information, for example, big data. Except if we dissect, interpret, and comprehend the information 

collected, that information may not produce important data. Context-aware computing plays a significant 

part in handling this task, for example, mobile and pervasive, which would be effective in the IoT model 

also. This enables us to save the context data associated with sensor information, so the interpretation 

should be possible all the more effectively, genuinely, and the context makes it simpler to execute machine-

to-machine interaction as it is the core component in the IoT condition [12]. 

In the present world, Context information has been proved to enhance the user's experience in mobile apps. 

Some of the health care applications based on a context-aware system has been analyzed and discussed 

below. 

TABLE.1. REVIEW ON DIFFERENT HEALTHCARE APPLICATIONS BASED ON CONTEXT-AWARE 

SYSTEM 

Author 

 

Year Title Application 

Shankari B et al. 

[13] 

2011 Context-Aware Health Care 

Application 

It was reporting crucial health issues 

of a patient who was suffering from 

brain tumors based on the ontology 

model. 

I-Ching Hsu [20] 2013 Wireless Context-Aware 

Healthcare System Based on 

sensor Web 2.0 

RFID-based Context-aware 

Healthcare System (RCHS) that was 

depended on the architecture of 

wireless communication and was used 

in the Web 2.0 condition. The RCHS 

was comprised of RFID-based 

Healthcare sensors, RFID-based, 

Context-aware Healthcare 

Middleware, and Mobile user to 

permit a constant and context-aware 

health observance for patients. 
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F. Paganelli and 

D. Giuli [12] 

2013 An Ontology-based System for 

Context-aware and 

Configurable Services to 

Support Home-based 

Continuous Care 

Ontology-based context modeling and 

the associated context management 

model was presenting a configurable 

and extendable service-adapted 

system to simplify the improvement of 

applications for observing and 

analyzing chronic patient conditions. 

Abishek T K [19] 2013 WiCard: A Context-Aware 

Wearable Wireless Sensor for 

Cardiac Monitoring 

To monitor and assist the patients 

with Cardiovascular disease based on 

the Wearable Wireless Cardiac 

Monitoring (WiCard) system. This 

context-aware model is used to relate 

the physical activity and Physiological 

signals of the user. 

Albert Pla et al. 

[14] 

2015 Context Management in Health 

Care Apps 

Smart e-Health monitoring application 

for remote patients. Specifically, the 

app was intended for aiding parents 

responsible for prematurely born kids 

through a mobile phone application 

and a group of sensors. 

Yvette E. G. et al. 

[15] 

2015 Context-Aware Computing for 

Delivering u-Healthcare 

Services 

CAS for the u-healthcare system 

depended on component-based 

improvement. By use of the sensor 

interface model and multi-purpose 

gateway to handle the contextual 

information and forward to clinics, 

hospitals, or patients mobile as u-

healthcare services. 

Nirmalya R et al. 

[18] 

2016 Quality and Context-Aware 

Smart Health Care 

A remote context monitoring in a 

smart assisted living environment for 

an aged individual. The smart home 

might be set with various sensors 

[light, humidity, ECG, EMG, etc.] 
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V. CONCLUSION 

Context-aware systems (CAS) are a successful method to deal with everyday life activities. Context-aware 

frameworks present new possibilities for developers of application and end users altogether through 

collecting context information and adjusting system conduct appropriately. In this paper, we have 

reviewed the ideology of context awareness and its models and presented a short overview of context-

awareness in healthcare. Different models based on context-awareness in healthcare and medical 

applications were analyzed and discussed. Context-awareness in medical service is an emerging field with 

the progressive development of new applications on the medical field that have been proposed all over the 

world. The use of context-awareness in the medical field is embedded with other domains like IoT, Cloud 

computing, etc. With the combination of integrating with these technologies, the developed application on 

the context-awareness system has many advantages over other methods. Different applications like health 

Richard A.W.T 

and Kinshuk [9] 

2017 A mobile context-aware 

medical training system for the 

reduction of pathogen 

transmission 

An effort to minimize the causalities 

due to pathogen transmissions in 

hospitals. 

Mirza 

Muhammad B.B 

and Muhammad 

T.J [11] 

2017 An iBeacon based Real-time 

Context-Aware e-Healthcare 

System 

Real-time context-aware health care 

services to older patients. The 

proposed solution was context-aware 

by identifying health status and 

tracking patients in a real-time order 

from wearable sensors and iBeacons. 

Chimdessa A 

and Shilpa G [17] 

2017 IoT Based HealthCare Remote 

Monitoring and Context-aware 

Appointment System 

Observe remote patient's health with 

the advantages of wearable sensors 

monitor HR, ECG, Temperature, BP, 

and establish follow up appointment 

reminder system depended on 

patient's parameters captured values. 

Kathleen Yin et 

al. [16] 

2019 Context-Aware Systems for 

Chronic Disease Patients: 

Scoping Review 

CAS in enhancing patient work, self-

management practices, and health 

results in chronic disease patients. 

Muhammad 

Ajmal A et al. 

[10] 

2019 A privacy-preserving 

framework for smart context-

aware healthcare applications 

Privacy preservation within Electronic 

Transfer of Prescription. 
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monitoring, analyzing diseases, and assisting on medications can be done remotely with the combinations 

of these technologies. 
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